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THESIS AT A GLANCE 

To present the horizontal clearance of the 
interface between internal-hexagon and 
external-hexagon implants and analogues with 
corresponding cylindric gold and plastic 
abutments upon delivery from the implant 
manufacturer.

To determine the production accuracy of four 
commercially available polymeric additive 
manufacturing systems by reverse engineering 
two geometrical objects. 

To evaluate the production accuracy of five 
additive manufacturing systems and one 
subtractive manufacturing system for the 
production of metallic components by reverse 
engineering two geometrical objects

To study the accuracy of four different intraoral 
scanners for full-arch scanning of one 
edentulous model and one dentated model. 

I

II

III

IV

Prefabricated gold abutment on internal-
hexagon implants showed tolerances <90 µm. 
In contrast, prefabricated plastic cylinders 
showed errors of <100 µm for external-hexagon 
implants and <130 µm for internal-hexagon 
implants. 
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ABSTRACT

Artificial designs and features usually control production workflows 
in the industry. The operator has the freedom to adapt designs to 
achieve the desired function; when the operator is satisfied, mass 
production of the two objects is possible. The production workflow 
for prosthetic restorations in dentistry is a fairly complicated 
procedure that requires several well-controlled processes, and each 
unit is individually adapted to one unique situation. The aim of the 
final restoration is to replace damaged or missing soft and hard tissue, 
and to restore function, phonetics and aesthetics. The restoration has 
high material property requirements in order to withstand high forces, 
thermal changes, aging and humidity. If the fit of the reconstruction 
is insufficient there is a high probability for clinical failures ranging 
from inflammatory processes to reconstruction fractures. The 
grading of perfect, sufficient and insufficient fit is unknown although 
the definition clinically acceptable fit has been used to describe and 
control a reconstruction that is well seated and controllable by the 
clinician. Study I in this thesis focuses on the clearance (play) between 
different implant components in order to achieve a threshold value for 
how accurate the production in dentistry needs to be. We found that 
metallic components on external hex connections have a clearance 
of approximately 50 µm. 

Not only is every case individually designed and manufactured, 
but the receiving intraoral part also needs to be replicated into an 
extraoral part ahead of production, a procedure that has been possible 
with different impression materials. Subsequently, the production 
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goes through a series of controlled compensations to fit the intraoral 
situation. The conventional workflow starts by the selection of an 
impression tray, ranging from custom-made trays to plastic stock 
trays. The ideal trays are rigid, thereby minimising flexure during the 
impression taking. There are several types of impression materials 
with different properties regarding setting time, volume changes and 
mechanical properties. The next step in the conventional workflow 
is the casting of the impression. There are various types of gypsum 
products utilised in dentistry, and they require different amounts of 
water. The differences depend on the shape and compactness of the 
crystals. Type IV dental stone gypsum is often used in reconstructive 
dentistry with a typical setting expansion of 0.10%. For the partial 
digital workflow the same volume changes can be seen for the 
conventional impression, the stone model production and the die 
processing. In order to design the intended construction digitally 
instead of using wax, the model needs to be digitised in an extraoral 
scanner, also known as desktop scanner. 

The fully digital workflow consists of a direct digitisation of the oral 
cavity utilising intraoral scanning devices. All intraoral scanners have 
the same goal, to digitise the size, shape and surface of a physical 
object into a geometrical virtual shape. This acquisition needs to be 
repeatable, reproducible and accurate. The IOS manufacturers try 
to achieve these goals with different hardware and software setups. 
Study IV focuses on the acquisition accuracy of five different intraoral 
scanners for the digitisation of edentulous and dentated models. The 
results suggest that the devices had lower accuracy for the digitisation 
of the edentulous models when compared to the dentated model. 
Furthermore, Study IV presented observations suggesting that full-
arch scans had lower accuracy when compared to shorter arch scans 
on both models. For the cross-arch measurements on the edentulous 
scans, the trueness values ranged from 6 µm to 193 µm, and, for the 
shorter arch measurements, the results ranged from 2 µm to 103 µm. 
For the dentated cast, the cross-arch trueness values ranged from 
6 µm to 150 µm, and, for the shorter arch measurements, the results 
ranged from 4 µm to -56 µm.
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The digitised file is then utilised as a virtual model by a computer-
aided designer in order to virtually design the intended reconstruction. 
The designed file is then manufactured utilising computer-aided 
manufacturing, which can be performed either by a subtractive 
machine (milling) or by additive systems (3D printing). Study II and 
Study III explore the production tolerances for producing polymeric 
and metallic objects from additive systems. Study III also contained 
a subtractive group. The results from these two studies suggest that 
all tested additive systems for producing polymeric objects were, on 
average, <20 µm for both precision and trueness, and the additive 
systems for manufacturing metallic objects ranged from >500 µm to 
<30 µm in trueness, with precision values of <100 µm. The subtractive 
system showed trueness values of <25 µm with a precision around 
20 µm.
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POPULÄRVETENSKAPLIG 
SAMMANFATTNING

Vid mindre tandskador och hål i tänderna, kan tandläkaren laga 
dessa direkt inne i munnen med plastfyllningar. Men om skadan är 
större, eller om tanden är så pass skadad att den måste dras ut, 
måste tandvården använda sig av andra material för att återskapa 
den förlorade tanden. Vid större skador får man oftast tillverka en 
krona eller en bro, en krona ersätter skador på en tand och en bro 
ersätter en eller flera förlorade tänder. Kronor och broar kan inte 
tillverkas direkt i munnen, dessa måste framställas av en tandtekniker 
i ett tandtekniskt laboratorium. För att kunna göra detta måste 
tandteknikern ha en gipsmodell av patientens tänder. I decennier har 
tandläkarna tagit avtryck med en metallsked i patientens mun och 
sedan skickat det avtrycket till tandteknikern som i sin tur hällt i 
gips för att framställa modellen. Därefter använder tandteknikern 
vax för att bygga upp det som saknas och med hjälp av gjutning kan 
man sedan få fram ett metallskelett. På metallskelettet lägger man 
porslin för att efterlikna vanliga tänder. Idag finns det modernare 
tekniker för tandvården att använda, både för tillverkningen och 
för avtrycket. En studie i avhandlingen har undersökt hur pass bra 
en 3D scanner kan avbilda patientens tänder. I stort sett filmar då 
tandläkaren tänderna från alla möjliga vinklar, sedan sätts filmen 
ihop till en tredimensionell digital modell, som skickas över internet 
till tandteknikern. Tandteknikerna kan sedan forma kronan eller 
bron direkt i datorn, när formen är klar kan denna framställas i en 
datorstyrd fräsmaskin eller av en 3D printer. Två av avhandlingens 



18

studier har tittat på hur pass bra olika 3D printrar är på att framställa 
relevanta former. Ingen av studierna har gjorts inne i munnen 
på patienter, så man bör vara lite försiktig med att dra för stora 
slutsatser. Avhandlingen visar dock på att både 3D scanningen och 
3D printrarna har stor potential att kunna ersätta eller komplettera 
det traditionella sättet att framställa kronor och broar.
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ABBREVIATIONS AND DEFINITIONS

Accuracy   Closeness of agreement between a measured
 quantity value and a true quantity value of a
 measurement

Allowance  Amount of designed intentional deviation 
AM Additive manufacturing 
CAD Computer-aided design or computer-assisted design
CAM  Computer-aided manufacturing or computer-assisted  

 manufacturing
Clearance  The distance between two mating dimensions 
DLP Digital light processing
DMLS Direct metal laser sintering
IOS Intraoral scanner
Precision    Closeness of agreement between measured quantity 

values obtained by replicate measurements on the 
same or similar objects under specified conditions

Repeatability   Condition of measurement, out of a set of conditions
 that includes the same measurement procedure,  
 operators, measuring system, operating conditions  
 and location, and replicates measurements on the  
 same or similar objects over a short period of time

Reproducibility  Condition of measurement, out of a set of conditions 
that includes different locations, operators, 
measuring systems, and replicate measurements 
on the same or similar objects

SLA Stereolithography 
SLM Selective laser melting
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SLS Selective laser sintering
SM  Subtractive manufacturing 
STL Standard tessellation language or stereolithography 
STEP Standard for the exchange of product model data
Tolerance   Total amount that a specific dimension is permitted  

 to vary
Traceability   Property of a measurement result whereby the result 

can be related to a reference through a documented 
unbroken chain of calibrations, each contributing 
to the measurement uncertainty

Trueness   Closeness of agreement between the average of an
 infinite number of replicate measured quantity  
 values and a reference quantity value
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INTRODUCTION

Metrology 
Metrology is the science of measurement and its applications. The 
measure is used to communicate size, quantity, position, condition 
and time. 

Accuracy and Precision
Two terms are central to understanding metrology: accuracy and 
precision. Accuracy relates to the closeness of a measured value to 
a standard or a known (true) value, whereas precision pertains to 
the closeness of measured values to each other. Figure 1 illustrates 
the correlation between these two terms, if the centre of the target 
would be referred to as the true value or the standard, then Figure 1a 
shows a result that has both low accuracy and precision. In contrast, 
Figure 1d illustrates results that are both accurate and precise. When 
conducting research, it is normal to calculate the standard deviation 
(SD) and the mean value of a measurement (mean). Relating these 
two terms to the metrological nomenclature would correlate the 
mean value as accuracy  and the standard deviation to precision. ISO 
5725-1[1] uses two terms to describe accuracy; the first is precision 
and the second is trueness. Trueness is described as closeness of 
agreement between the calculated mean from several measurements 
in comparison with a true or accepted reference value. If ISO 5725-1 
is used as reference, then all accuracy legends in Figure 1 would 
change to trueness and image d) would be regarded as accurate and 
a) as not accurate, meanwhile image b) would be described as having 
a low trueness; the shooter is precise but not accurate. Only Study IV 
in this thesis has used the ISO 5725-1 definition.
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Figure 1. Illustration of the correlation between accuracy and precision.

Repeatability and Reproducibility 
The typical term for irregularity between repeated measurements is 
precision. For describing the irregularity of a measurement method 
two conditions of precision have been found necessary, termed 
repeatability and reproducibility. Under repeatability conditions, the 
following factors:

1. Operator
2. Equipment used
3. Equipment calibration
4. Environment (temperature, humidity, air pollution,  

and so forth)
5. Time elapsed between measurements

are considered constants and do not contribute to the variability, 
while, under reproducibility conditions, they vary and do contribute 
to the irregularity of the test results. Hence, repeatability and 
reproducibility are the two extremes of precision, with the first 
describing the lowest and the second the highest variability in results 
[1].
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Validation
Figure 1a would illustrate measuring equipment that has low accuracy 
and precision for measuring that specific object. It could also mean 
that the objects being measured are both manufactured inaccurately 
and imprecisely. To remove one of these errors, the measurement 
equipment should be validated if the true value (bull’s eye) is exactly 
10 mm ± 0.10 mm, the measuring device should be validated to be 
greater. The validation is also referred to as quality assurance or 
quality control. The process of quality assurance would require the 
operator to measure an object with known dimensions to validate 
the measuring equipment. One example of objects with known 
dimensions is gauge blocks; the reason why their dimensions are 
referred to as known is that they have been measured by measuring 
equipment with extreme accuracy, generally on an ≤1 µm level.

Measurements
The core challenge of metrology is that the measuring tool used to 
measure an object must have a reference of greater accuracy, this is 
referred to as traceability. Without traceability, measurements are 
meaningless at best and could even be misleading. This means that 
the tool being used to measure an object requires the capability to 
measure that specific object with higher accuracy than the process in 
which it is going to be used. All measurements consist of the part, the 
measuring device and the standard or the known value, see Figure 2. 

No measurements can be made with perfect accuracy. An instrument, 
when repeatedly subjected to the same input, may not indicate the 
same output. Response of an instrument may change with time due 
to wear. Environmental conditions such as temperature, pressure and 
humidity could affect the outcome. To achieve a reliable measurement, 
the operator needs to decrease possible errors by measuring room 
temperature, heat transformations, equipment conditions, and so 
forth. 
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Figure 2. All measurements require these three elements. 

Tolerance, allowance and clearance 
Tolerance could also be described as “good enough”, i.e. all 
manufactured parts can vary in size or shape but still be satisfactory for 
their purpose. Tolerance is the total amount that a certain dimension 
is allowed to vary. Many objects such as drills, gears, threads and 
screws have specific tolerance requirements that are described by 
different standardisation organisations (United States Y14.5M and 
International Standards Organisation). Tolerance in manufacturing 
is strongly correlated to function, and the intended object should 
have good enough tolerances in order to function properly. On the 
contrary, allowance is when an operator intentionally over- or under-
sizes a design in order to compensate for forthcoming machining 
procedures. One example would be the intended under-sizing of an 
object that will expand during a heat-treatment process. Clearance 
could be described as the air or space between two manufactured 
parts, as shown in Figure 3.
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Ø10±.2

Ø9.6±.15

(1
0±

.1
)

10±.1

.2±.1

A

B

C

D

Figure 3. Example of the tolerance between a cylinder and a hole. The 
cylinder (D and B) is designed to move freely in the axial direction. In 
order to achieve this, there are production tolerance requirements for 
the manufacturing of the cylinder and the counterpart (A and C). In this 
example, clearance would be the air between the cylinder and the hole, 
while tolerance would be all the ± markings. 
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CONVENTIONAL WORKFLOW FOR 
FIXED PROSTHODONTICS

Artificial designs and features usually control production workflows 
in the industry; Figure 3 shows a two-part object in which both the 
product features are designed and controlled digitally. The operator 
has the freedom to adapt both designs to achieve the desired function; 
when the operator is satisfied, mass production of the two objects 
is possible. In the field of dentistry, the construction manufacturing 
is adapted to a specific case individually. Not only is every case 
individually designed and manufactured, but the receiving intraoral 
part also needs to be replicated into an extraoral part ahead of 
production, a procedure that has been possible with different 
impression materials. Subsequently, the production goes through 
a series of controlled compensations to fit the intraoral situation 
(Figure 4).

Conventional impression
The conventional workflow is illustrated by green markings in Figure 
4. The production starts by the selection of an impression tray, ranging 
from custom-made trays to plastic stock trays. The ideal trays are 
rigid, thereby minimising flexure during the impression taking[2]. 
There are several types of impression materials with different 
properties regarding setting time, volume changes and mechanical 
properties. Some of the elastomeric impression materials are made 
from polysulfide, condensation silicon, addition silicone or polyether 
materials. Studies have shown that different combinations of viscosity 
and impression techniques result in variances in accuracy. Satheesh 
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Figure 4. Production workflow illustration: the green markings illustrate the 
conventional workflow, the red markings, the partially digital workflow and 
the blue markings the digital workflow. The orange markings illustrate the 
outcome possibilities when utilising the different production techniques.
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et al.[3] showed variations of volume changes ranging from 0.04% to 
1.34% depending on impression material and impression technique 
utilised. The next step is the transportation of the impression to the 
dental technician. The findings from Murat et al.[4] suggest that 
storing time and humidity conditions affect the dimensional stability 
of the impression. One five-day test on an addition silicone material 
revealed mean differences immediately after impression at 43 µm 
± 162 µm to 0 µm ± 191 µm five days later. Similar contraction 
settings after 24 hours could be found for polysulfide 0.40-0.45%, 
condensation silicone 0.38-0.60%, addition silicone 0.14-0.17% and 
for polyether 0.19-0.24%[5]

Stone model
The next step in the conventional workflow is the casting of the 
impression. There are various types of gypsum products utilised in 
dentistry, and they require different amounts of water. The differences 
depend on the shape and compactness of the crystals. The reaction 
between water and the crystals results in an exothermic heat reaction 
and expansion. Type IV dental stone gypsum is a strong material with 
minimal setting expansion, making it ideal as the foundation for the 
production of both fixed and removable prosthodontics. The required 
properties of type IV dental stone gypsum by the American Dental 
Association are a water powder ratio of 0.22-0.24 and a maximum 
two hour setting expansion of 0.10%[5]. After the setting of the stone 
model, the cast is segmented in one or several sections determined by 
the clinical case. Depending on the die system utilised, dimensional 
changes will occur ranging from 7 to 54 µm when comparing the 
pre-sectioning and post-sectioning dimensions of the stone model[6]. 

Die processing
When the sectioning is performed, the workflow continues with the 
addition of die hardener and spacer in order to achieve abrasion 
resistance and cement clearance between the die and intended 
construction. The die hardener could change the dimensions of the 
die by up to 0.16%[7]. The application of the die spacer is performed 
by painting on layers. The average thickness of one die spacer 
manufacturer (Nice Fit, gold; Shofu Inc. Kyoto, Japan) showed 
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a spacer thickness of 12.8 ± 2.62 µm (2 coats), 26.80 ± 3.90 µm  
(4 coats), and 38.09 ± 4.26 µm (6 coats)[8].

Wax up 
For indirect waxing technique, a type II wax is utilised. The wax is 
softened by heat, whereby it can be applied to the die. During the 
cooling and heating process the wax enters a liquid in a rigid state, 
at the same time it expands and contracts thermally pending between 
0-1.0%[9]. When the desired shape of the reconstruction is achieved, 
the wax pattern is removed from the die. This procedure may result 
in a plastic deformation of the wax pattern most noticeable at the 
crown margin [10, 11].

Investment
There are two types of investment materials, based on gypsum or 
phosphate. Gypsum-based investment is used for the conventional 
casting of gold alloys, while phosphate bonded investment is 
used for metal ceramic constructions and for pressable ceramics. 
The investment materials are also sensitive to the water/powder 
rations similar to the dental stone materials. Phosphate bonded 
investments undergo two dimensional changes – first there is a setting 
expansion and later a thermal expansion. Lloyd et al.[12] studied 
the setting expansion of different phosphate-based investments 
showing an expansion ranging from 0.78 to 3.3% depending on 
manufacturer, vacuum–mixing system and operator. Hutton et al.[13] 
studied the thermal expansion of phosphate bonded investments, 
finding expansions ranging from 1.01 to 1.71% depending on the 
manufacturer. The investment material is poured into a solid metal 
ring casting flask, and a ring liner is attached to the inside of the flask 
in order to allow expansion to the sides. The cylindrical openings 
allow expansion in the axial directions. This procedure is performed 
in order to allow a uniform expansion of the investment material 
(Figure 5). 
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Figure 5. A) Illustrates a casting flask with liner. This allows for a uniform 
expansion. B) Illustrates the results without liner. 

Casting 
During the investment there are two steps of expansion, first a setting 
expansion and later a thermal expansion. Depending on investment 
material and temperatures, a linear expansion as high as 1.7% may be 
obtained. If the casted alloy has a casting shrinkage of less than 1.7%, 
the casted crown could be too large[14]. The volume compensations 
are dependent on investment material, setting expansion, thermal 
expansion, application of liner, and the casting shrinkage of the alloy. 

Post-processing
The conventional workflow for fixed prosthodontics results in either 
a pressed ceramic core/full anatomic construction or an alloy-based 
core. For the production of core-based frameworks porcelain is 
added in order to achieve an aesthetic construction; full anatomic 
(monolithic) ceramic constructions could be stained for characteristics 
(Figure 4). 
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PARTIALLY DIGITAL WORKFLOW 
FIXED PROSTHODONTICS 

Extraoral scanner
Figure 4 illustrates the conventional workflow for fixed prosthodontics 
in green, while the partially digital workflow is marked in red. For 
the partially digital workflow the same volume changes can be seen 
for the conventional impression, the stone model production and the 
die processing. It is also possible to scan the conventional impression 
directly, avoiding the stone model production. In order to design 
the intended construction digitally instead of using wax, the model 
needs to be digitised in an extraoral scanner, also known as a desktop 
scanner. There are two different types of extraoral digitising devices 
utilised to digitise dental stone models; optical and mechanical. The 
mechanical scanners collect data with a tactile method by touching 
the surface of the stone model, while the optical scanners employ a 
light source and cameras for triangulation. Accordingly, the optical 
scanner will be in focus. 

Hardware
Extraoral dental laboratory scanners consist of a light source, receptor 
and a positioning system that orientate the object being digitised in 
different axes. The light source projects thin lines onto the object, 
when the light hits the surface it forms a profile; at the same time the 
receptor assesses the situation. In order to acquire a geometry with 
undercuts the object needs to be turned towards the light source, 
or vice versa[15]. The angle and distance between the light source 
and receptor are known, making it possible to measure objects 
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calculating the trigonometry, also known as triangulation[16]. The 
light source consists of either a laser or white light, the combination 
of light source and the reflective surface properties of the object being 
digitised are of importance for accuracy[17]. The extraoral scanners 
have a systematic digitising strategy because of the automatic surface 
projection, and the computer-controlled turntable that systematically 
coordinates the movement in collaboration with the receptor and the 
light source[18].

Performance 
Several studies have tested the extraoral scanners utilised in dentistry 
for trueness and precision. Mandelli et al.[19] studied seven scanners 
utilising a standardised master model. Two of the scanners tested 
utilised lasers as a light source and the other five utilised structured 
light. All the tested scanners showed trueness values <20 µm with 
precision values ranging from 3.8 to 19.8 µm. Similar findings were 
shown by Luthardt et al.[20] with average trueness at 18.8 µm with 
a precision at 1 µm. Su et al. [21] compared intraoral scanning and 
extraoral scanning on five different reference models; their findings 
for the extra oral devices ranged from 8.67 to 24.33 µm (mean) with 
SD values ranging from 0.71 to 3.46 µm.
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COMPLETELY DIGITAL WORKFLOW 
FOR FIXED PROSTHODONTICS 

Intraoral scanner 
History 
In 1970, Francois Duret presented a concept of how to utilise 
scanning technologies from industry adapted for dentistry. His idea 
was to digitise preparations optically with a laser and then mill the 
final restoration, a process generally known as computer-aided design 
and computer manufacturing for dental restorations. The concept 
was further developed in the 1980s by Werner Mörmann and Marco 
Brandestini, who scanned their first patient in December the same 
year. Two years later (1982) the first handheld scanner for intraoral 
use was developed, and, by 1983, the first optical impression of an 
inlay was utilised. By 1985, the first functional intraoral scanner (IOS) 
was commercially available through CEREC 1 (Sirona, Bensheim, 
Germany)[22].

Light source
All intraoral scanners have the same goal, to digitise the size, shape 
and surface of a physical object into a geometrical virtual shape. This 
acquisition needs to be repeatable, reproducible and accurate. The 
IOS manufacturers try to achieve these goals with different hardware 
and software setups. There are two basic acquisition steps, firstly the 
scanner utilises some kind of optical light to capture the object. This 
light could either be active or passive. The passive light uses ambient 
light and is reliant on the texture of the object being digitised. The 
active light is either white, red or blue structured and is less reliant on 
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the texture of what is being digitised[16]. In the active technique, a 
luminous point is projected onto the object being digitised, this point 
is then captured by the receptor, making it possible to calculate the 
distance through triangulation. The surface acquisition consists of 
either images or a video (made from different frame rates). All these 
techniques are based on reflections from the surface of what is being 
scanned. For intraoral use there are many challenging surfaces such 
as blood, saliva, metals, composite surfaces, enamel, dentine, soft 
tissue and different light conditions depending on operator unit and 
office light[18]. Some manufacturers recommend the application of a 
powder on the surfaces before scanning. This procedure changes the 
reflective properties of the surfaces and simplifies the acquisition[23]. 
The powder application procedure could change the surface geometry 
by up to 40 µm depending on how the powder is applied[24]. Another 
strategy to overcome the reflective surfaces in the oral cavity is the 
use of polarizing filters[16].  

Working principles
Triangulation
Also known as trigonometry, this is a measuring principle for optical 
systems to acquire the distance to the object being digitised. There are 
two types of triangulation, passive and active. The active method is 
the most utilised in dentistry because passive triangulation requires 
high contrast targets to work satisfactorily, and is thus not suitable 
for intraoral use[25]. In the active version a laser beam is deflected 
by a mirror, and the laser hits the surface and illuminates the object 
being digitised. A receptor registers the illuminated area; because of 
the fixed relation between laser and receptor a triangle is shaped and 
the distance to the object is possible to calculate. To speed up the 
process a series of patterns are projected onto the object instead of a 
laser dot. This is called the structured light method, consisting of an 
image of black and white lines that are projected onto the surface. If 
the scanned object is flat the receptor will register perfectly straight 
lines. If something is obstructing the lines the receptor will register 
deformed lines, thus making it possible to calculate the line deviations 
resulting in a surface topology[17]. Triangulation is not possible to 
conduct if the area being digitised is invisible to both, or either of, 
the laser or the receptor[26].  
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Confocal microscopy 
This is a technique that acquires images on different focal depths. 
The lenses in confocal microscopy have a specific focal depth, and, 
when the digitised object is in focus, a 2D image is acquired. Then 
the camera is moved, thus a different area of the object will be in 
focus[16], resulting in several 2D images that are later software-
processed. With mechanical systems adapting the lenses inside of the 
camera it is possible to acquire different focal depths faster, speeding 
up the acquisition process[26]. There are several other techniques 
utilised by different commercially available IOS devices. 

Data processing
The digital data obtained from both intraoral scanners and extraoral 
scanners are represented by a point cloud; the digitising devices do 
not have the capability to acquire the whole surface of the object 
being digitised. Independent of light source and working principles, 
the virtual version of the digitised object will consist of points. The 
points represent the x, y and z coordinates of the digitised object. 

Point cloud
The density of the point cloud depends on the digitising device and 
technique, operator, scan time, and software algorithms utilised 
by the manufacturer, along with the complexity and reflective 
properties of the geometry that is being digitised and many other 
parameters[17]. Figure 6 illustrates a test object digitised with a Trios 
(2nd generation 3Shape, Copenhagen, Denmark) the files have been 
manipulated for educational purposes. Figure 6a illustrates a very 
dense and unprocessed point cloud instantly after the acquisition, 
during calculation of the 2D images to 3D files. Each 2D image 
has to overlap the previous one; this procedure is often described 
as a stitching or the best fit algorithm. The alignment process is an 
important feature necessary to achieve an accurate 3D file. During 
this process unwanted scatter will ascend, because of dust, saliva, 
blood, reflections, humidity on the scanner mirrors and so forth. 
In the process of this sampling, the software tries to preserve the 
measured features by assessing the points and profile of surrounding 
points[27]. Figure 6b illustrates with red dots areas where the software 
algorithm has reduced deviant points in the cloud[18]. At the same 
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time areas missing point data will be calculated by the software and 
a polygonisation process will ensure that the surface is closed[17]. 
The intraoral scanners are not designed to assume specific shapes 
such as spheres or cylinders, with the exception of some scanners 
that adapt their reconstruction algorithm for scanning implant scan 
bodies. There are several types of reconstructive polygonisations but 
they all have one thing in common; they are estimating the geometry 
of the missing points[27].

The points in the cloud go through a triangulation process that 
converts the points to a polygonal model, also known as a mesh 
(Figure 6d, e). The mesh image from Figure 6d is simpler to observe 
compared to the dataset in Figure 6a. In Figure 6e the mesh model has 
a surface added, making it even easier to distinguish the geometries on 
that specific model. The surface texture of virtual 3D files simplifies 
for observers distinguishing between different shapes. Modern IOS 
has the possibility to colour the digitised version of whatever is 
scanned, making it even easier to distinguish between blood, saliva, 
enamel, dentine, and so forth. 

Post-processing
There are several post-processing procedures available for the 
scanned virtual object. A virtual model with a high-density point 
cloud (Figure 6a, b), could display the scanned object sufficiently, but 
the file would be very big and difficult to work with without capable 
computers. This is an especially important aspect for scanners utilised 
in dentistry, because the file usually needs to be either sent to a dental 
technician or to a chairside manufacturing unit. If the files are too big 
they could obstruct a convenient workflow. At the same time, it is 
equally important that the file is accurate and reliable as a reference 
for the rest of the workflow. In order to reduce the file size and at the 
same time keep the 3D object intact, the IOS manufacturers utilise 
a polygon-editing operation, reducing the number of polygons and 
simultaneously preserving the shape of the object[27] Figures 6b and 
6c illustrate the reduction of point cloud data. Flat surfaces require 
fewer polygons then curved surfaces to retain their shape. Typically, 
the areas with large 3D curvatures will keep many polygons after the 
polygon-editing process, which is illustrated in Figures 6h and 6i[16]. 
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Figure 6. a) raw cloud file b) unnecessary cloud data (red) is removed c) 
simplified point cloud d) each point is bound by a line configuring a mesh 
of triangles e) a surface is added to each polygon (triangle) g) triangle 
shape h) red dots are vertices (points) yellow lines are edges f) combined 
image of surfaces and points (vertices) i) example of the software algorithm 
that keeps points in 3D curves and reduces them on moderate geometries.  
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One example of this feature is the software algorithm for the Trios 
(3Shape, Denmark, Copenhagen) scanners. At the beginning of the 
workflow the operator needs to decide on what type of reconstruction 
the intraoral impression will be utilised. If the operator selects, for 
instance, a crown preparation on tooth 11, the software will make 
sure to keep as many polygons in that area during the polygon-
reduction process as possible, meanwhile the rest of the virtual model 
will have a reduced number of polygons[28]. 

Scanning strategy
Extraoral scanners usually have a disclosed chamber, where the 
object is placed inside of the chamber and the scanner is isolated. 
In this way, the environment can be controlled for temperature and 
light conditions. Furthermore, the digitisation is systematic and 
computer-controlled. When scanning a dental stone model, the lab 
scanners have the possibility to acquire large areas of the model on 
each image[29]. For intraoral scanning, however, this procedure is 
not possible. Instead, the operator needs to sweep over the tissues 
to acquire the images. Because of the optical technologies utilised 
in different intraoral scanners, the operator needs to keep a certain 
distance ranging from 5-30 mm to the tissues being digitised because 
of variations in focal depth [16]. The IOS heads are often small, 
thus each acquired image is small. Because of the stitching process 
described earlier, all the small images need to be aligned in order to 
achieve a full-scale model[16, 30]. The alignment of each image is 
achieved by software algorithms identifying comparable point cloud 
data on the two images. The alignment process is challenging if the 
operator scans a totally flat surface. In contrast, the alignment is 
easier to achieve if the surface has a complex organic shape, like an 
occlusal surface of a molar.
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Figure 7. a) Scanning procedure with a wiggling motion in the incisal region. 
b) Zig-zag motion scanning. c) Occlusal, buccal and lingual procedure. 

The scanning strategy, also known as scanning protocol or scan path, 
describes the acquisition process for intraoral scanning. One example 
would be to start scanning the occlusal surface in the maxilla from 
the posterior region to the incisal edge of the canine. Now the scanner 
is turned to acquire the buccal, incisal and palatal parts of the front 
teeth utilising a ‘wiggling’ motion (Figure 7a). When reaching the 
incisal part of the second canine the occlusal surfaces are acquired 
anterior to posterior. When reaching the last molar, the scanner tip is 
angled and the palatal and buccal surfaces are scanned respectively. 
Ender et al.[31] studied different scan strategies for full-arch scanning 
with different intraoral scanners, finding that the different strategies 
could impact upon the accuracy of the digital models up to almost 
100%. Muller et al.[32] tested different scanning strategies. For one 
IOS system, they found that one of the three strategies (similar to 
the one described previously) had significantly better trueness and 
precision compared to other strategies. 
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Accuracy of intraoral scanners
In 2012, the International Organization for Standardisation 
published ISO 12836;2012 Dentistry - Digitizing devices for CAD/
CAM systems for indirect dental restorations – Test methods for 
assessing accuracy (the document was revised in 2015 to ISO 12836 
2015). The ISO describes a standardised way to test the trueness 
and precision of primarily extraoral digitising devices in dentistry. 
Regarding the validation process of intraoral scanners there are 
currently no standards. As a consequence of this, most of the studies 
published with regards to this topic have non-comparable methods, 
reference models and trueness validations (reference scanner or 
computer metric measurement system)[33]. Even if some studies 
are comparable, the IOS manufacturers upgrade their hardware and 
software continuously, making it even more challenging to compare 
new scanners from the same manufacturer to older generation 
scanners with different hardware and software architecture[34]. As 
previously described, the software algorithms have an impact on the 
final digital model, so changes in the algorithms could possibly have 
important effects on the final result. A standardised way of testing the 
accuracy is needed in order to compare different intraoral scanning 
devices. 

Ender and Mehl[35] compared conventional and digital impressions 
for full-arch scans in vitro. The authors rejected the hypothesis that 
the conventional and digital impressions would be equally accurate. 
The models made with vinylsiloxanether (VSE) material showed the 
highest accuracy. Ender et al.[36] continued to study the conventional 
and digital impressions in vivo and in vitro for full-arch models. 
Once again they had to reject the same hypothesis, but this time 
they found precision differences between the groups. The digital 
impressions were significantly less precise compared to the VSE 
impressions. They also found that the digital impressions performed 
better in the in vitro group compared to the in vivo group. However, 
there were no differences between the in vitro and in vivo group 
for the VSE material. Malik et al.[37] compared full-arch digital 
and conventional impressions for trueness and precision, and had 
to reject the hypothesis that there would be no difference between 
the groups. The conventional polyvinyl siloxane (PVS) impression 
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presented significantly higher accuracy in comparison to the digital 
impression. While there were statistical differences, they also found 
that all the tested impression methods showed accuracy levels to be 
less than 100 µm. 

It is evident that the intraoral scanners have difficulties scanning 
full arches with high trueness and precision, even when studying 
different digital impression without comparison to the conventional 
impressions[33, 38-41]. Ender et al.[42] studied the precision of 
several IOSs on scanning quadrants (short arches). They found the 
different impression systems displayed significantly different levels 
of precision. They also concluded that all the digital impressions 
tested were capable of digitising the quadrant with clinically 
satisfying precision (threshold value was not presented). The found 
the mean trueness to be between 10 and 48 µm, with precision values 
ranging from 4 to 16 µm depending on manufacturer and impression 
technique. Nedelcu et al.[43] studied accuracy and precision of digital 
impression systems in vivo, with the conclusion:

 “Intraoral scanners can be used as a replacement for conventio-

nal impressions when restoring up to ten units without extended 

edentulous spans”. 

Mangano et al.[44] studied trueness and precision for four IOSs on 
scanning two reference models with implant analogues, one partially 
edentulous and one totally edentulous. For the partially edentulous 
model the trueness ranged from 40.8 µm (SD 6.4) to 219.8 µm 
(SD 59.1), and, for the edentulous model, they presented trueness 
ranging from 55.2 µm (SD 10.4) to 204.2 µm (SD 22.7). The authors 
concluded that there was significant difference between the different 
IOSs, and this should be considered for the production of long-span 
prosthesis. 

Computer-aided design
As seen in Figure 4, the next process in the digital workflow is 
computer-aided design (CAD). There are several dental-specific 
CAD software applications available, with different features and 
functions. Some of the features are universal for all types of dental 
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CAD software; these will now be described. The operator imports 
the scanned file either directly from an intraoral scan or indirectly 
from an extraoral scan. When the digital impression has finished 
with the previously described post-processing procedure, the virtual 
model is regarded as a master cast on which the restoration will be 
designed[45]. For the production of a one-unit full anatomic crown, 
the virtual master cast goes through a series of steps, usually starting 
with a clean-up stage where the operator can remove unnecessary 
mesh data. Regarding intraoral digital impressions, the unnecessary 
data could be information from the patient’s tongue, cheeks, lips or 
any other structure captured from the scanner that has no meaning 
in the production steps to follow. When the operator is satisfied with 
the clean-up, the process continues by defining the preparation finish 
line; this could be done manually, automatically or a combination 
of both[46]. The next step is the adaptation of a library tooth with 
pre-defined anatomy[47]. The operator places the tooth as close 
as possible to the desired shape, with possibilities to morph the 
tooth in different directions, size changes and other shape-defining 
procedures[48]. The desired shape will then automatically adapt to 
the previously defined finish line[45]. The process continues with 
an adaptation to the antagonist either manually, automatically or a 
combination of both[46, 47].
 
Design perimeters
The digital workflow for designing constructions virtually not only 
consists of the actual anatomical designs, but also of design parameters 
that adapt the construction for the manufacturing unit and the final 
reconstruction material. Comparable to the conventional workflow, 
the cement spacer is added to the virtual die digitally. The operator 
can choose dimensions and cement spacer combinations, for example 
a 25 µm spacer in the first mm from the finish line and another 
cement space set to 50 µm for the rest of the die. The cement spacer 
in the virtual design has the same purpose as for the conventional 
workflow, intended as clearance for the cement. The operator also 
has the possibility to apply clearance features to the antagonist and 
adjacent teeth in order to adapt the design to the virtual environment 
of that specific situation. Some other parameters that most types 
of dental CAD software enable are the design parameters for edge 
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thickness, edge angles, undercut adaptation, milling diameter, 
minimal thickness warnings and connector dimensions (for fixed 
partial dentures). Depending on what material and manufacturing 
unit the reconstruction is going to be produced in, these parameters 
will vary. One example is the manufacturing parameters of IPS e-max 
CAD (Vivadent Ivoclar, Liechtenstein Schaan,) in the dental CAD 
software Exocad (Exocad GmbH, Germany, Darmstadt)[49]. Table 
1 shows the recommended parameters from the manufacture for the 
production of crowns and bridges made from their lithium disilicate 
material. The parameters are defined for that specific dental CAD 
software (in this case Exocad), preparing the designed construction 
for the computer aided manufacturing (CAM) step to follow and 
post-production processes such as the crystallisation process. Similar 
parameters can be found from other manufacturers. 

Table 1. Exocad production parameters for designing and manufacturing 
IPS e.max CAD constructions.

Software  description

Gap  
thickness  
of  cement

Additional  
distance  
x /y

Beginning  
of  cement

M inimal  
thickness

H orizontal  
crown  
margin Angle

Angled  
crown  
margin

C ross  
section  of  
connector

Single  crown anterior 0.06  mm 0.02  mm 1.20  mm 1.00  mm 0.20  mm 65° 0.10  mm –
premolar 0.06  mm 0.02  mm 1.20  mm 1.00  mm 0.20  mm 65° 0.10  mm –
molar 0.06  mm 0.02  mm 1.20  mm 1.00  mm 0.20  mm 65° 0.10  mm –

primary  tele 0.06  mm 0.02  mm 1.20  mm 1.00  mm 0.20  mm 65° 0.10  mm –

anterior 0.06  mm 0.02  mm 1.20  mm 1.20  mm 0.20  mm 65° 0.10  mm 16  mm²
posterior 0.06  mm 0.02  mm 1.20  mm 1.50  mm 0.20  mm 65° 0.10  mm 16  mm²
anterior 0.06  mm 0.02  mm 1.20  mm 1.20  mm 0.20  mm 65° 0.10  mm 16  mm²
posterior 0.06  mm 0.02  mm 1.20  mm 1.50  mm 0.20  mm 65° 0.10  mm 16  mm²

M illing  parameters
Anticipate  milling Y es
D iameter 1.31  mm

IPS  e.max   C AD   (C rown/bridge)
C ement  spaces Ex ternal  surfaces

M inimum  connector  
area/  2  crowns
M inimum  connector  
area  /  1  pontic

C onnector  settings

Computer-aided manufacturing
Figure 4 illustrates the next process for digital dentistry, namely 
the CAM step. In the production processes for dental application, 
computerised manufacturing is divided into two main groups, 
subtractive and additive. The subtractive group consists of machines 
that remove material from a solid body with rotating tools, in order 
to attain the designed shape. The additive group consist of machines 
that add material layer by layer, solidifying each layer or the end-
product in order to attain the designed shape.  
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Figure 8. Illustration of the machining nomenclatures correlated to 
subtractive manufacturing.  

Subtractive manufacturing
When the operator has completed the design procedure, the file will 
be processed by CAM software. The CAM software will calculate 
computerised numerical controlled (CNC) machining tool paths 
also known as G-codes[50] for the designed reconstruction. The 
tool paths consist of the object’s profile data, and also contains the 
selection of cutting tool type for different parts of the design as well 
as the rotational speed of the cutting tool[18, 29, 51]. The G-code 
also contains information regarding cooling sequences during the 
manufacturing process. There are many subtractive manufacturing 
units available for dental application, ranging from small units 
for chairside use to machines for industrial use. A unit generally 
consists of a machine frame, a tool holder, a workpiece holder and 
rotational axis ranging from 3-5 axis[51]. The size and shape of the 
tool tip in correlation to the tool path will determine how closely 
the object will be manufactured to the designed geometry (Figure 
8). If the tool tip has a high diameter with steps between the tool 
paths, the manufactured object will end up with a rough surface[18]. 
In mechanical engineering the surface roughness created by CNC 
machining is referred to as tool path cusp height[52]. To achieve a 
smooth surface the tool paths need to be close to each other and the 
diameter of the cutting tool needs to be as small as possible. 
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Figure 9. Illustration of drill compensation. The dotted lines illustrate the 
intended design, because of the tool dimension limitations the CAM 
procedure need to compensate in sharp areas.

The tools utilised for cutting the bulk material will be subject to wear; 
when the sharpness or abrasiveness is reduced, the surface roughness 
of the manufactured object will be affected. The wear of the tools 
utilised during the fabrication process is correlated to the hardness 
of the bulk material. If the bulk material is soft, the tools will be less 
affected[53]. Most dental CAM machines have the ability to change 
tools during the manufacturing process. Typically, the process starts 
with a highly abradant tool that has the ability to remove a high 
amount of material in the periphery – as the tool paths get closer to 
the intended design, the machine changes tool, to a smaller diameter. 
If the prepared tooth has sharp edges with an edge radius smaller 
than the smallest diameter of the machining tool, the design software 
will have to compensate for this in the design, also known as drill 
compensation (Figure 9). 

For the milling of yttrium-stabilized tetragonal zirconia polycrystals 
(Y-TZP), or metallic materials, the bulk material could either be pre-
sintered (green stage) or densely sintered. Both bulk versions have their 
advantages and disadvantages – as previously described, milling hard 
materials wears out the tools, something that would take place with 
the densely sintered version. Furthermore, the pre-sintered version 
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needs to go through a sintering process, leading to a shrinkage. For 
the pre-sintered version, the CAM software needs to compensate 
allowance for the shrinkage before the manufacturing[54].

Accuracy of subtractive manufacturing
Kirsch et al.[55] studied the manufacturing trueness for four different 
milling units, by designing different single unit constructions that 
were later manufactured in dental CAM machines. The manufactured 
objects were compared to the designs, a process also known as reverse 
engineering. They found an overall trueness in the range of 25,7 µm 
± 9,4 µm to 48,7 µm ± 23,3 µm. They concluded that the five-axis 
machines showed highest trueness, because these milling devices had 
the ability to process areas that were difficult for machines with less 
axes to reach. Bosch et al.[56] used a similar approach to investigate 
the dimensional accuracy on milled reconstructions. Their findings 
for trueness ranged from 42 to 76 µm in the occlusal areas and 
41 to 96 µm in the inner areas (surface close to the preparation). 
They concluded that a five-axis milling machine accomplishes 
accurate reconstructions, and that a small diameter rotary tool 
resulted in more accurate milling. In a review based on 70 studies by 
Papadiochou et al.[57] marginal adaptations of different CAD/CAM 
technologies were evaluated. Their findings suggest that the majority 
of dental restorations produced with CAD/CAM presented marginal 
discrepancies ≤120 µm. 

Additive manufacturing 
History
Also known as rapid prototyping, additive manufacturing (AM) is 
a manufacturing technology invented by Charles ‘Chuck’ Hull in 
1984[58]. The invention describes a production process of producing 
solid plastic models by successively applying thin layers of curable 
material on a build plate. The build plate is then moved away from 
the liquid surface by a thickness of one layer and the layer-curing 
process starts all over again; this production process was named 
stereolithography (SLA). Hull also explains in his patent that the SLA 
process helps the operator to avoid the tool path processes otherwise 
necessary in subtractive manufacturing. He also describes the 
invention as a time- and material-saving process for part production. 
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Instead of weeks and months of production time, the part can be 
produced rapidly. The following citation describes the purpose of 
the patent;

“Hence, the stereolithographic apparatus of the present inven-

tion satisfies a long existing need for a CAD and CAM system ca-

pable of rapidly, reliably, accurately and economically designing 

and fabricating three-dimensional plastic parts and the like.”

The AM technology has been utilised just as Hull hoped in his 
patent, as the manufacturing sector has been using it for rapid-
design purposes ahead of mass production. Meanwhile, one of the 
significant advantages with the additive technique has been the ability 
to produce almost any shape. This includes generic, biological shapes 
such as human organs. Thus, the technique has been adopted by 
scientists, medical doctors, artists, architects and other professionals 
in need of generic designs[59]. According to the Wholers report[60] 
from 2018, 135 companies around the world produced and sold AM 
systems in 2017. They also reported an increase of nearly 80% of sold 
metallic AM systems in 2017 (estimated to 1768 units). According to 
the same report from 2017[61], nearly half of the AM businesses use 
polymer manufacturing units. Currently, there are several versions of 
AM for light curable resins. 

Product development 
The product development for industrial AM processes starts with 
a design concept. During this process the operator needs to decide 
whether the concept is going to be manufactured subtractively or 
additively. The concept is later visualised and designed through CAD 
software – if SM is going to be used the designer needs to take this into 
account; as previously stated the SM technology has some limitations 
regarding design features because of the tactile five-axis movement 
technology. For AM production the operator has almost total design 
freedom. When the CAD is finished, the file goes through a software 
process preparing it for manufacturing. The SM units use the G-code 
preparation, while, for AM production, the pre-production process 
consists of a slicing algorithm that slices the 3D object into profile 
layers with a thickness defined by the operator with limitations of the 
capabilities of the specific AM machine being utilised.
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The STL file 
The original SLA approach to build parts was based on building walls 
(the profile of the object). This led to two types of problems: 1) weak 
structural strength because the object was hollow, and 2) failures in 
the layer-to-layer adhesion. Further developments of the SLA patent 
led to the invention of the STL file, also known as Standardised 
Tessellation Language file. The file structure describes the surface 
geometry of a design by triangulating the surface – the more triangles 
that are formed the better surface resolution. Data points representing 
the triangle coordinates in each slice are then transferred to the AM 
system for layering, making it possible to manufacture objects that 
are not only produced by a thin wall[62]. 

Fabrication principles
The operation of all AM systems is based on the same principles; the 
fabrication of parts layer-by-layer without the need for manufacturing 
tools. Furthermore, there are three basic fabrication stages, starting 
with the selection of build parameters, where the operator selects 
layer height (thickness) and placement of supporting structures 
so that the object being produced has limited movement and to 
support overhangs from distortion. The next phase consists of the 
manufacturing of the part; the SLA system utilises a light curable 
liquid resin, curing source utilising ultra violet (UV) light and an 
elevation platform. The three parts are coordinated in the fabrication 
process. When the UV light strikes the polymer surface, it cures one 
layer of polymer. The first layers adhere to the elevating platform, the 
elevator is lowered by one layer’s height. A new layer of uncured resin 
is then recoated and polymerised with UV light, forming another 
layer on top of the previous layer. This process continues layer-by-
layer until the part fabrication is completed[15]. The third and final 
stage is the post-production phase, consisting of cleaning, surface 
enhancements, and post-curing[15, 63]. The original patent for SLA 
described a laser as light source; however, today there are other light 
sources available. One system often seen for dental applications is the 
Digital Light Projection (DLP) technology, the light source in this case 
is a projector utilising UV light to cure the resin. For the production of 
metallic components, the fabrication principles are the same. Instead 
of a liquid light curable resin the AM of metallic components utilises a 
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fine metallic powder. One thin layer of the powder is coated onto the 
elevation platform, the object layers are then either melted (Selective 
Laser Melting, SLM)[64], sintered (Selective Laser Sintering, SLS 
for polymers, or Direct Laser Metal Sintering, DLMS) or merged 
utilising either a high-energy laser, electron beams (Electron Beam 
Melting, EBM) or some kind of binder[65]. The elevation platform 
is then lowered by one layer’s height and the process starts all over 
again. The post-production phase for metallic components consists 
of cleaning, sintering or heat treatment and surface enhancements. 

Additive manufacturing applications in dentistry 
The limitation of use for dental application is correlated to materials 
that are biocompatible or bioinert; the continuing material 
development from additive manufacturers enables more dental 
applications. For the production of polymers, AM technologies are 
being used for the fabrication of dental models[66, 67], provisional 
reconstructions[68], surgical guides[69], occlusal devices[70], 
prosthetic metallic frameworks for both fixed[71] and removable 
prosthodontics[72]. For metallic applications AM technologies are 
being used for prosthetic frameworks in Ti-6Al-4V alloys, and Co-Cr. 
The metallic AM systems also have the ability to manufacture surgical 
Ti-6Al-4V alloy implants individualised for patient requirements[65]. 
For the additive production of metallic components, the dental 
field has predominantly utilised Direct Metal laser sintering and 
Selective Laser Melting. Both of these technologies are powder 
based, the main difference between the technologies is that the first 
one sinters the powder particles and the second melts it. The SLS 
technology has a limited use in dentistry today, primarily because 
of the higher surface roughness on the end products compared to 
SLA and DLP manufacturing. The SLS technology does not require 
support structures and the technology has the ability to manufacture 
tough objects with greater material properties compared to objects 
manufactured through SLA (Table 2). 
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Table 2. Table illustrating different additive technologies utilised  
in dentistry today.

Accuracy of additive manufacturing of polymer constructions 
Salmi et al.[66] studied the accuracy of medical polymer models 
of human craniums, comparing three different AM technologies. 
They found that the model errors were in the range of 0.18% to 
0.80% in deviation when compared to the original CAD model. 
Turbush et al.[73] compared the accuracy of implant placement by 
studying three different types of surgical implant guides made with 
SLA utilising cone beam computerized tomography (CBCT) as base. 
They found that the mean angular deviation was 2.2 ± 1.2 degrees, 
and the mean linear deviation was 1.18 ± 0.42 mm at the implant 
neck. They could not identify any significant differences among the 
guides, and they concluded that the average linear deviation was 1 
mm between planned implant placement and the actual placement. 
Arnold et al.[74] studied the accuracy of producing removable 
partial dentures utilising five different methods: conventional, SLA 
(castable), SLM (direct) and two types of subtractive (direct and 
castable). They found that both of the AM groups exhibited the 
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highest discrepancies, whereas the subtractive group showed the 
best results. Fathi et al.[75] studied the marginal and internal fit of 
wax patterns produced by conventional, subtractive, and additive 
methods, finding that the additive wax patterns were more accurate 
(36 ± 5 µm) than the conventional (141 ± 31 µm) method. Other 
authors have compared marginal and internal fit on printed wax 
patterns to conventional and milled constructions, with differing 
results. Homsy et al.[76] concluded that the subtractive method of 
wax pattern fabrication presented better marginal and internal fit 
compared to the conventional and additively manufactured groups. 
Yau et al.[77] compared additive and subtractive manufacturing of 
models for orthodontic planning. They concluded that the subtractive 
five-axis machine produced models with an accuracy of 10-20 µm 
while the additive group had an accuracy ranging from 30-50 µm.

Build orientation 
For the SLA approach different types of polymers are utilised. 
Ideally, the materials consist of monomers, comonomers and reactive 
oligomers. The resins should have a viscosity suitable for AM (not 
too high or too low). The balance between type of monomers, photo 
initiator concentration and curing intensity/speed gives the end 
product different properties[78]. Tahayeri et al.[68] studied additively 
manufactured provisionals for crown and bridge applications. They 
found that the provisionals had an elastic modulus close to 2000 
MPa, comparable to conventional provisonals. They also found 
that the manufacturing orientation of the test objects affected the 
accuracy. When manufacturing the objects at a 90-degree orientation 
the length accuracy was 2% on average, while the thickness had 
a 20% error. When the orientation was changed to 0 degrees the 
thickness accuracy was reduced to 10% error. They also found that, 
depending on which colour setting was selected, they could see sample 
thickness variations of 41.5%. Alharbi et al.[79] studied the build 
angle and support structures of full anatomic polymer crowns made 
through SLA. They concluded that the build orientation should be 
120 degrees with thin supports. Depending on support thickness and 
build orientation, the maximum deviation and minimum deviation 
ranged from 548 µm (210°-thick supports) to -548 µm (270°-thick 
supports). Osman et al.[80] also studied the correlation between 
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accuracy and build angle, with a similar approach as the previous 
study. They utilised a DLP system for production, concluding that the 
highest dimensional stability was achieved at 135 degrees. 

Accuracy of additive manufacturing of metallic constructions 
Huang et al.[81]studied the marginal fit of metal ceramic CoCr 
crowns manufactured with SLM. They compared the SLM group 
with a conventionally casted group, finding that mean marginal 
discrepancies of 75.6 µm ± 32.6 for the SLM group and 91 µm ± 32.1 
for the casted CoCr group. They concluded that the marginal Co-Cr 
metal ceramic crowns had better marginal fit in comparison with the 
casted Co-Cr crowns. They also found that the SLM group had less 
accurate occlusal fit compared to the casted group. Kim et al.[82] 
compared the marginal and internal gaps of Co-Cr copings fabricated 
with SLM, subtractive manufacturing and conventional casting. Their 
findings showed that the mean of the marginal discrepancies for the 
SLM group was 239 µm ± 126.0 while the lost wax casted group had 
a marginal discrepancy of 91 µm ± 80.9 and the subtractive group 60 
µm ± 20.6. Their findings also suggested that the SLM group had a 
higher occlusal gap compared to the other groups, when compared 
to the subtractive group, the occlusal gap was 4 times larger for 
the SLM group. Bae et al.[83] studied the production accuracy of 
subtractive manufacturing and two additive methods; SLM, and 
SLA. Their findings suggested that both of the additive systems had 
higher accuracy than the subtractive group. Örtorp et al.[84] studied 
the fit of Co-Cr three-unit frameworks, comparing four different 
manufacturing techniques. Two of the groups consisted of a milling 
group and a DLMS group. The found that the DLMS group had the 
lowest mean gap value (<100 µm). 
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DIGITAL VERSUS CONVENTIONAL 
WORKFLOW

The manufacturing of prosthetic restorations in dentistry is a fairly 
complicated procedure that requires several well-controlled processes. 
The aim of the final restoration is to replace damaged or missing soft 
and hard tissue, and to restore function, phonetics and aesthetics. 
The restoration has high material property requirements in order to 
withstand high forces, thermal changes, aging and humidity. If the 
fit of the reconstruction is insufficient there is a high probability for 
clinical failures ranging from inflammatory processes to reconstruction 
fractures[85-89]. The grading of perfect, sufficient and insufficient fit 
is unknown although the definition clinically acceptable fit has been 
used to describe and control a reconstruction that is well seated and 
controllable by the clinician. It is also unknown when a misfit of a 
reconstruction challenges biological and mechanical failures. When 
comparing the digital workflow to the conventional one there are 
several interesting aspects to consider:

1. Production time 
2. Cost benefits 
3. Material properties 
4. Manufacturing tolerances, clearance and allowance 
5. Environmental effect 
6. Operator health aspects 
7. Patient benefit and biological aspects
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Henceforth, the comparison will focus on manufacturing tolerances 
and aspects related to geometrical accuracy and fit. 

Production tolerances in dentistry
Using the nomenclature from the field of metrology, it would be 
interesting to know the tolerance, allowance and clearance when 
producing a prosthetic construction. When analysing publications 
in the dental field, there are some interesting reflections, such as 
“clinically acceptable fit” or “marginal adaptation” [84, 90, 91]. 
There are no clear distinctions between whether a construction is 
clinically acceptable or not. Some studies have used the dental probe 
size as a “measuring tool”[92] for assessing if the fit is acceptable 
or not. Other studies have utilised optical microscopy[93], scanning 
electronmicroscopy[94], silicone replica[95], triple 3D scanning[96] 
or micro-CT[97]. Even though there is no consensus regarding the 
threshold of the fit between the reconstruction and underlying support, 
some authors have utilised 120 µm as a baseline for an acceptable 
marginal fit[98-102]. One should remember that some of the gap 
between the reconstruction and underlying support is intentional. 
The cement spacer that is added manually in the conventional 
workflow and the digital cement spacer should be accounted for in 
the 120 µm gap in the final reconstruction. Furthermore, the internal 
dimensions need to be defined. On implant-supported constructions, 
the “one-screw test”[103, 104] has been a well-documented method 
to clinically test the fit. For implant components the implant 
manufacturer designs both the connecting and receiving parts of the 
constructions, thus they have the possibility to calculate tolerances 
and clearance for both parts. Some authors have investigated the 
clearance between different implant components ranging from 
22-130 µm [105, 106]. 

Marginal fit 
In a review by Boiltelle et al.[107] on fit of CAD/CAM restorations 
a total of 90 articles resulted in a marginal fit ranging from 39.1 to 
201 µm and the internal fit varied from 23 to 230 µm. In an review 
based on 55 studies by Papadiochou et al.[57], marginal adaptation 
of different CAD/CAM technologies were evaluated. Their findings 
suggest that the majority of dental restorations produced with CAD/
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CAM presented marginal discrepancies ≤120 µm. Ueda et al.[108] 
compared fit of 4-unit reconstructions made from CoCr and zirconia 
after conventional and digital impression, the reconstruction 
fabrication was digital (subtractive). Their findings suggested that all 
reconstructions showed clinically satisfying results; nevertheless, the 
digital group showed better marginal fit when CoCr was used. Mean 
marginal openings for the digital group ranged from 32.05 µm to 
62.85 µm while the conventional impressions ranged from 81.1 µm 
to 86.51 µm. Jonathan et al.[109] studied the fabrication of crowns 
made from a digital workflow compared to a conventional workflow. 
They found that the digital workflow had a mean marginal gap of 
48 µm ± 25 µm in comparison to the conventional group, which 
demonstrated a gap in the range of 74 µm ± 47 µm. Still, if the 
threshold of 120 µm is to be used, both groups would be regarded 
as clinically acceptable. Pompa el al[110] studied the marginal gap 
of reconstructions made from milling (Y-TZP), SLM (CoCr) and the 
conventional (Ni-Cr) lost wax method. They concluded that the SLM 
group had a better marginal fit compared to the two other groups. 
Regardless of manufacturing method and material, all measurements 
were below 80 µm. 

Final remarks 
It is clear that the conventional and digital workflow for the 
manufacturing of reconstructions have comparable results, especially 
for crowns and short-arch bridges. Some researchers have presented 
similar results while others have found better-fitting reconstructions 
through the digital workflow. It seems like a manufacturing tolerance 
around 100 µm is sufficient in the dental field. This tolerance is 
noticeable clinically. As a point of reference, one human red blood 
cell is about 10 µm and a stray human hair has a thickness of about 
30-70 µm. New process technologies introduced in dentistry that 
have the capability to either digitise or manufacture subjects with a 
trueness about 50-100 µm and with precision values about 20 µm 
would, in theory, be sufficient for dental applications. 
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HYPOTHESIS 

Subtractive manufacturing is superior to AM regarding accuracy and 
precision of the final product.

There would be no significant differences within each IOS system 
when scanning an edentulous arch compared to a dentated one. 
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SPECIFIC AIM 

To present the horizontal clearance of the interface between internal-
hexagon and external-hexagon implants and analogues with 
corresponding cylindric gold and plastic abutments upon delivery 
from the implant manufacturer.

To determine the production accuracy of four commercially available 
polymeric AM systems by reverse engineering two geometrical 
objects. 

To evaluate the production accuracy of five AM systems and one 
subtractive manufacturing system for the production of metallic 
components by reverse engineering two geometrical objects.  

To study the accuracy of four different intraoral scanners for full-arch 
scanning of one edentulous model and one dentated model. 
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MATERIALS AND METHODS 

Study I 
Part One
One implant with an internal-connection interface (Biomet 3i) with 
a corresponding prefabricated gold cylinder (PGC) and gold screw; 
an internal-connection implant analogue, prefabricated cylindric 
plastic cylinder (PPC), and laboratory screw; one implant with an 
external-connection interface (Biomet 3i), corresponding PGC, and 
gold screw; and an external-connection implant analogue, PPC, and 
laboratory screw were used for this part of the study. These implant 
and analogue parts were used to capture the raw data needed to 
create CAD models. The implants’ cylindric parts were measured 
manually using a micrometer instrument (CEJ 101) and digitally with 
a Leica microscope using a ×50 magnification and Leica computer 
software (Leica application suite version 3.7.0 2010). 

All specimens were then embedded in epoxy (EpoFix Resin Hardener, 
Struers). After 24 hours, each specimen was cut and ground to the 
centre point using a grinder (Phoenix 4000 sample preparation 
system, Buehler), with the alignment centred and carefully controlled 
according to prior cylindric measurements. On the implants and 
analogues, the centre point was located according to Figure 10. Digital 
measurements of all the connecting parts were made with a Leica 
microscope under ×50 magnification and Leica computer software 
(Leica application suite, version 3.7.0 2010), and the equipment 
was calibrated before each measurement. The dimensions of all 12 
components were then used to model 12 virtual three-dimensional 
objects using Autocad 2013 (Autocad 2013, version G.55.M.108 
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Mac, Autodesk Corp). In Part One, each component was measured 
separately, while in Part Two the fully assembled implant (analogue)/
cylinder/screw specimens were measured.

Figure 10. Optimal cut orientation on external- and internal-hexagon-
connection implants and analogues.

Part Two
In this portion of the study, 12 commercial implant (analogue)/
abutment connections were measured, six with external-hexagon 
connections and six with internal-hexagon connections. Each group 
included three implants and three analogues: internal implant (II) 
and internal analogue (IA) in the internal-hex group, and external 
implants (EI) and external analogues (EA) in the external hex group. 
A total of 12 cylindric abutments were retained with gold screws; 
on the implants, PGC abutments were used, and, on the analogues, 
PPC abutments were used. All the abutments were retained carefully 
with finger pressure calculated to 5 Ncm (W&H Elcomet), simulating 
the force a dental technician uses when making a framework. All 
specimens were then embedded in epoxy and positioned vertically. 
After 24 hours, each specimen was cut and ground to the centre point. 
A central position was regarded to be most representative of the fit 
of the connection. Digital measurements were made with a Leica 
microscope using ×50 magnification. The distances between each 
abutment and its corresponding implant/analogue were measured on 
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the left and right sides of all the samples. Measurements for EA and 
EI were designated M1, and, for IA and II, the measurements were 
designated M2. The epoxy, abutments, and abutment screws were 
then removed from the implants/analogues, and measurements of the 
external hexagon and internal hexagon were made to orientate the 
direction of the cut (Figure 11).

Figure 11. Orientation of cuts of specimens for internal- and external-
hexagon implants and analogues. Note the divergence of EA2 and II1.

Part Three
The measurements of the cut assemblies obtained in Part Two were 
then used on the CAD objects to orientate and replicate the different 
cuts (Figure 12). The virtual objects were then cut digitally, and M1 
and M2 were compared with the digital measurements (M1CAD and 
M2CAD). Threshold results were calculated from this comparison.
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Part Four
The virtual model was then used to obtain optimally oriented cuts 
(Figure 10). M3CAD and measurements of the theoretical machining 
tolerances were made.

 

   

 
 

 

 
  

 

 

 

   

   
193 34 

 

II1 Sample 

 

Figure 12. Comparison of left and right sides of an internal-hex implant 
sample and internal-hex implant CAD model.
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Study II 
ISO reference
The ISO 12836 “Dentistry – Digitising devices for CAD/CAM 
systems for indirect dental restorations – Test methods for assessing 
accuracy”. The ISO describes three geometrical figures, described 
as Annex A, B and C. The present study has utilised Annex A and 
B as reference, with the former specifying the measurement of an 
inlay-shaped object and the latter a multi-unit specimen to simulate 
a four-unit bridge model. Annex A and B from the ISO were the 
reference for the design of object A and B in the present study 
(Figure 13 and Figure 14). The CAD was designed as solids using 
3D modelling software (Solidworks educational edition 2013) with 
an edge radius of 0.01 mm. Both CAD models were exported as 
standard tessellation language files (STL) and delivered together with 
production information to the manufacturers.

Figure 13. Figure illustrates object A (inlay shaped), the CAD illustration 
describes the dimensions designed in the computer, the x, y and z 
illustrations show the abbreviation measurements.
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Figure 14. Illustration of object B (four unit bridge model) CAD illustration 
describes the dimensions designed in the computer, the x, y and z 
illustrations show the abbreviation measurements.

CAM
A total of four AM units were tested: EOS (Formiga P110) 3D Systems 
(Projet MP 3510), Stratasys (Objet30) and Stratasys (Objet Eden) 
(Table 3). Authorised personnel from each company manufactured 
all objects. All producers manufactured 10 sets for object A and 10 
sets for object B on separate build plates. The geometries of both 
object A and object B have no undercuts, thus there was no need for 
support structures, allowing the objects to be manufactured directly 
onto the build plate. The person responsible for each production 
unit decided upon material and software settings to achieve accurate 
samples. All manufacturers had seen the protocol ahead of initiating 
the present study. It was clear that all objects would be tested for 
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geometrical accuracy. The manufacturers decided the best parameters 
for their specific machine, and price was not an evaluated parameter 
(Table 3). The material of choice was then specified together 
with information about the print resolution, specification of the 
production unit, software, and the manufacturing time (Table 3). 
The test samples went through the same process as for clinical dental 
products, regarding both production and shipment.

Measurements
The measurements for the inlay shaped geometry of object A was 
divided in x, y and z-axis. The geometrical measurements that were 
conducted consisted of linear parameters, angles and corner radius. 
Object A was divided into a total of 16 parameters (Figure 13) and 
object B was tested for 12 parameters (Figure 14). Each manufacturing 
unit produced 10 objects from each group; all parameters were 
measured five times for a total of 5,600 measurements. All the objects 
were measured within 7 days of arrival. All the measurements were 
conducted by one investigator.

Measurements parameters
The z-axis describes the height of the objects; this vertical dimension 
was perpendicular to the layering orientation and consisted of five 
linear measurements for object A and 4 for object B. The x and y-axis 
describe the horizontal dimensions and consist of three linear x-axis 
dimensions for object A and 2 for object B. Both objects A and B 
consisted of three y-axis dimensions. To orientate object A, the four 
cubic forms were named A-D, the placement of A was orientated in 
the top left corner in relation to the horizontal print lines (surface 
lines see Figure 13) on each object. Object B was divided in a left and 
right side, the tip of the triangle shaped geometry in the middle of the 
object points on the right side (Figure 14). All linear parameters were 
measured using tactile measurement equipment (digital micrometer 
C.E Johansson Jomic IP67, Eskilstuna, Sweden, and digital calliper 
Sylvac S Cal Pro IP67, Crissier, Switzerland). All the measurements 
were conducted in a stable temperature environment 20 ± 1°C.
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Angle parameters/corner radius
A total of four angle parameters were measured for object A and 
two for object B. These measurements were conducted using a digital 
microscope (Dino-Lite Premier2 HR, polarisator, AM5018MT, 
Hsinchu, Taiwan) and computer software (DinoCapture 2.0 Version 
1.5.5). The same method was conducted to measure corner radius.

Measurement equipment validation and test conditions
Validation of the micrometer and the calliper were conducted using 
measurement gauge blocks (Passbitsats Limit, Sweden, DIN 861/2, 
DIN 861/1). The micrometer equipment was validated with gauge 
blocks for 2, 5, 7 mm and the calliper for 20, 30 and 40 mm. These 
tests were conducted in a stable temperature environment 20 ± 1◦C, 
the gauges were stabilised in a silicone form to avoid body heat 
transferred to the test objects. Each block was measured 50 times. 
Results for calliper validation for 20 mm blocks mean 20.001 ± 0.002, 
for 30 mm blocks mean 29.998 ± 0.001 and for 40 mm blocks mean 
30.998 ± 0.002. Validation of the micrometer instrument showed 
mean 2.001 ± 0.001 for the 2 mm block, mean 5.003 ± 0.0005 for 
the 5 mm block and mean 7.006 ± 0.001 for the 7 mm block.
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Study III
ISO reference
The ISO (the International Organization for Standardization) is 
an international federation of standardised ISO bodies. This paper 
utilises ISO 12836:2015 ‘Dentistry – Digitizing devices for CAD/
CAM systems for indirect dental restorations – test methods for 
assessing accuracy’. Three geometrical figures were described by ISO 
as Annex A, B and C. In this paper, Annex A and B were utilised but 
not the method in the ISO (Figure 13 and 14). Annex A simulates 
the structures of an inlay-shaped object and Annex B simulates the 
structures of a four-unit bridge model. The CAD object was designed 
using 3D software (Solidworks educational edition 2013) with a 
corner radius of 0.01 mm set as 90° (Figure 13 and 14). The purpose 
of the objects’ geometry was to mimic linear, angle and corner radius 
measurements. Object A contained 16 measurements and object B 
12 measurements. The standard tessellation language files (STL) for 
Annex A and B were exported and delivered to the manufacturers 
with information about the products and production. 

Fabrication of specimens
Five AM units and one subtractive machine were tested. The 
additive machines tested were: Arcam®, Concept laser®, EOS®, SLM 
Solutions® and the subtractive machine was Mikron®. Every company 
manufacturing the objects and all their personnel were authorised and 
included in the protocol sent out at the start of the project. Ten sets 
were manufactured for object A and object B. The software settings 
were decided by authorised personnel for each production unit in 
order to achieve accurate samples. Arcam, Mikron, SLM solutions, 
Concept laser and EOS manufactured the objects in titanium. EOS 
also manufactured the objects in chrome cobalt. Upon delivery, the 
manufacturer decided the print resolution, specification of production 
unit, software and manufacturing time, based on the choice of alloy. 
All the samples went through the same process with regard to the 
delivery and manufacturing that is utilised for dental products.
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Linear measurements
All the objects were divided into three different axes: X, Y and Z. The 
X-axis describes one of the horizontal dimensions for both objects. A 
total of three linear dimensions were measured in object A and two 
for object B. The Y-axis also measured horizontal dimensions for 
objects A and B, which consisted of three linear dimensions for each 
object. The Z-axis describes the vertical dimensions of the objects 
and a total of five linear measurements were performed for object 
A and four for object B. The linear dimensions of the objects were 
perpendicular to the layering orientation. To ease the orientation 
of object A, the four cubic forms were named a-d (Figure 13). The 
placement of the cube form a was orientated in the top-left corner 
in relation to the horizontal print lines on each object. Object B has 
a triangle shape in the middle; the tip of the triangle was defined as 
the right-hand side of the object and the opposite as the left-hand 
side (Figure 14). The tool for measuring all linear measurements 
was executed with a validated and calibrated digital calliper (Digital 
Sylvac S Cal Pro IP67, Crissier, Switzerland). While measuring the 
linear measurements of the objects, the examiner validated the digital 
calliper by using gauge blocks (Passbitsats Limit, Sweden, DIN 861/2, 
DIN 861/1). The digital calliper measured gauge blocks of 2, 5, 7, 
20 and 40 mm in order to calibrate between the operators and the 
validation of the instrument. Each gauge block was measured 50 
times. A calculation was then performed with standard error of 
measurement using Dahlberg’s formula in order to control inter-
observatory variations. This was done for all manufacturing groups 
before measuring objects A and B. In order to keep dimensional 
stability, the objects were placed on a silicone form and the measuring 
process was executed in a room with a stable temperature of 20 ± 
1°C; all the linear measurements were measured five times.

Angle parameters and corner radius 
There were four measurements of angles for object A and two 
for object B. The angles and corner radius were measured using 
a validated and calibrated digital microscope (Dino-Lite Premier2 
HR, polarisator, AM5018MT, DinoXcope Version 1.12, Hsinchu, 
Taiwan). Before measuring the angle parameters and corner radius 
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of the objects, a validation of the microscope was performed using 
a Dino-Lite calibration sample (Dino-lite calibration sample P/N 
TC2001Aug 2013). The validation sample had known measurements, 
with 1 mm intervals and a line was drawn on the validation sample 
in the measurement software to calibrate the microscope against 
the sample. In the computer software (DinoCapture 2.0), all the 
calibrations were saved in a calibration manager and were later used 
for each magnification (X30, X50 and X250). During the angle and 
corner radius measurements, a calibration was performed between 
the operators (Table 4). The result from Dahlberg’s formula indicates 
that the error of measurement between the operators is negligible.

Table 4. Inter-observatory variability between the operators using digital 
calliper, calculated with Dahlberg’s formula.

   X30 X50 X250 

Error of measurement 0.0103 0.0050 0.0023 
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Study IV
Utilising 3Shape Trios 3 (Denmark, Copenhagen), an intraoral scan 
of a full-arch mandible was conducted; the scan was exported as STL 
(Standard Tessellation Language) and imported to CAD modelling 
software (Autodesk Fusion 360 2017 Version 2.0.3800). In Fusion 
360, five cylinders were designed and placed axially onto the occlusion 
(Figure 15a,b). The locations of the cylinders were as follows: second 
molars, second premolars and one was placed lingually onto the 
front teeth (Figure 15c). The same cylinders were utilised for the 
edentulous mandible and the teeth were removed utilising mesh 
modelling software (Figure 15d) (Autodesk Meshmixer 2017 Version 
3.4.35). Prior to manufacturing, the validation casts were hollowed 
and checked for errors utilising Materialise Magics (RP Version 13). 
The casts were produced additively utilising ConseptLaser M-lab 
100W (Germany, Lichtenfels) and manufactured directly on the build 
plate without support structures. Remanium-Star-CL (Co 60.5%, 
Cr 28%, W 9%, Si1 5%) material powder was utilised. The casts 
were treated according to ConceptLaser recommendations for heat 
treatment throughout post-processing. The casts were not removed 
from the build plate. Finally, the casts were sandblasted using 
aluminium oxide powder with a grain size of 250 µm until a non-
reflective surface was achieved. The validation casts were measured 
with CMM equipment (Zeiss O-inspect, 153862, Germany) by 
authorised personnel at an ISO 13485:2016 validated institution 
(Elos MedTech AB, Gothenburg, Sweden). Table 5 shows the scanners 
tested, and provides information on the scan conditions, equipment 
and software related information. Each system was utilised to scan 
each cast 15 times (n=15 for dentated cast and n=15 for edentulous 
cast) by the same operator. 

Although there was some difference between scan protocols between 
the systems, all scans started at position 1 (Figure 15c) and continued 
to positions 2-3-4-5. On some occasions there had to be a corrective 
scan in order to achieve a watertight (i.e. data without holes) scan 
file. Usually, these corrections were in correlation to the cylinders. 
The validation casts were fixated; only the ISO device was moved 
while scanning the casts, and there was a 10-minute break between 
each scan.  
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A 

B 

C 

D 

Figure 15. A) Occlusal view of the CAD sketch illustrating the cylinder 
orientations and abbreviations. The dimensions are from the CMM 
measurements. B) Lateral view of the CAD sketch illustrating the design 
without cast; the height dimensions are the designed dimensions. C) Angled 
view of the assembled dentated CAD cast with cylinder abbreviations. 
D) Angled view of the assembled edentulous CAD cast. It illustrates the 
placement of fitting cylinders, planes and their abbreviations. In the 
intersection of the cylinders and planes, a point is marked; these are the 
measuring points. The lines illustrate both the inter-cylindrical and cross-
arch measurements.
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We utilised 3D measuring data for the quality control software 
(Gom Inspect 2017 Hotfix 4 Rev. 106794 build 2018-01-18). All 
150 intraoral scans were measured in the exact same way. Figure 
15d illustrates the construction of fitting cylinders, fitting planes, 
the intersecting point between the constructed cylinders and planes, 
and, finally, the 2-point measurements between the intersecting 
points. The best Gaussian fit was utilised as the fitting algorithm 
for the cylinders and planes. The measurement data was exported 
to SPSS (IBM SPSS Statistics version 25) where calculations for 
mean, precision, trueness, two tailed independent student t-test and 
a Mann-Whitney test (<P.05) were carried out. 

Table 5. IOS-related specifications, and applicable information. Scan 
protocol abbreviations O=occlusal, L=lingual, B=buccal, W=wiggling 
(scanning in a rocking manner incisal to the front teeth).
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RESULTS 

Study I 
Tables 7 and 8 show the measurements of the internal-hex and 
external-hex specimens and their respective virtual CAD specimens. 
M1 and M2 and M1CAD and M2CAD can be compared to 
calculate the differences between CAD measurements and subject 
measurements (Table 6 and 7) (Figure 12). The actual orientations of 
the different cuts can be seen in Figure 11. The groups with metallic 
components (PGC) showed the smallest difference versus the CAD 
models, ranging from -5 to 28 µm, and therefore the least deviation. 
In contrast, the PPC group measurements ranged from -89 to 47 
(Table 6 and 7). The measurement outcome of the optimal theoretical 
cut orientation (M3CAD) (Figure 10) for the PGC groups showed a 
total machining tolerance of 58 ± 28 µm for II and 44 ± 9 µm for EI, 
whereas the PPC groups showed a total tolerance of 86 ± 47 µm for 
IA and 12 ± 89 µm for EA (Table 8).
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Table 6.

Table 7.
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Table 8.

Study II
The results of all measurements for mean, standard deviation and a 
comparison between CAD and mean values can be seen in Table 9.

x-axis
In the x-axis, EOS showed least accuracy when compared to the CAD 
dimension at -106 µm for object A and 84 µm for object B. Eden 
showed highest accuracy at 0 µm for object A and 12 µm for object 
B. The standard deviation (SD) for object A was highest for EOS at 
61 µm and lowest for Projet at 11 µm. SD for object B was highest for 
Projet at 24 µm and least for Eden at 5 µm.

y-axis
In the y-axis, EOS showed least accuracy when compared to the CAD 
dimension at -201 µm for object A and Projet at -182 µm for object 
B. Projet showed highest accuracy at -7 µm for object A and EOS at 
-3 µm for object B. SD for object A was highest for EOS at 68 µm 
and lowest for Objet at 5 µm. SD for Object B was highest for Projet 
at 51 µm and least for Objet at 8 µm.
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z-axis
In the z-axis, Objet showed least accuracy when compared to the 
CAD dimension at 43 µm for object A and EOS at 103 µm for object 
B. Eden showed highest accuracy at 1 µm for object A and Objet at 
2 µm for object B. SD for object A was highest for Eden at 49 µm and 
lowest for Projet at 3 µm. SD for object B was highest for Eden at 24 
µm and least for Objet at 6 µm.

Angle measurements and edge radius
The angle measurements for object A showed the least accuracy 
for Objet at 1.5° and the highest accuracy for Eden at -0.23◦. Eden 
had the least accuracy for object B at -0.4◦ and EOS the highest at 
0.06◦. SD for object A was highest for Objet at 0.69◦ and lowest for 
EOS at 0.4◦. For the edge radius measurement, Projet had the highest 
closeness to the CAD dimensions with a mean value of 96 µm for 
object A and 98 µm for object B.

Projet 3510 MP
For object A, the Projet machine displayed an overall accuracy of 
approximately 10 µm for all parameters except y, which was off by 
61 µm. In the same axis, Projet had a standard deviation of <26 µm, 
for z <5 µm and for x <18 µm. The machine displayed similar results 
for the production of object B with an overall accuracy of <30 µm 
and the y parameter was off by -182 µm. The SD in the y parameter 
was 51 µm, for z 19 µm, and x <24 µm (Figure 16 and Table 9). The 
Projet device also showed an accuracy of approximately -0.5◦ with 
an SD of <0.6◦ for object A and less then -0.9◦ with an SD of <0.45◦ 
for object B (Table 9).

EOS Formiga P110
For object A the EOS machine presented an accuracy of 40 µm in the 
z parameters, <106 µm for the x parameters and <200 µm in the y 
parameters. The SD in the same parameters was <21 µm for z, <61 
µm for x and <68 µm for the y parameters. The production of object 
B presented an accuracy of <103 µm for the z parameters, <84 µm 
for x and >-21 µm for y. The SD in the same parameters was <22 µm 
for z, <23 µm for x and <38 µm y (Figure 16 and Table 9). The EOS 
machine presented an angle accuracy <1.2◦ with an SD of <0.66◦ 
for object A and <0.28◦ for object B with an SD of <0.21◦ (Table 9).
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Stratasys Objet 30
The accuracy in the z parameters for object A was <43 µm, <-84 µm 
for x and <-38 µm for y. The SD for z was <18 µm, <34 µm for x 
and <30 µm for y. The measurements for object B resulted in a z-axis 
accuracy of <35 µm, <54 µm for x, and <41 µm for y. The SD results 
for object B were <10 µm in z, <11 µm in x and <28 µm in y (Figure 
16) and  the Objet 30 machine presented an angle accuracy of <1.5◦ 
with a SD of <0.69◦ for object A and >-0.21◦ in accuracy for object 
B with a SD of <0.25 (Table 9).

Stratasys Objet Eden
The z-axis parameters for object A presented an accuracy of >-28 µm, 
>-32 µm for x and <92 µm for y. The SD for the z-axis parameters was 
<49 µm, <20 µm for x and <26 µm for y. The accuracy measurements 
for object B in the z-axis was <85 µm, <15 µm for x and <66 µm for 
y. The SD for the z-axis parameters was <24 µm, <6 µm for x and <50 
µm for y (Figure 16 and table 9). The Objet Eden machine presented 
an angle accuracy of <0.95◦ with an SD of <0.68◦ for object A and 
>-0.41◦ in accuracy with an SD of <0.44◦ for object B (Table 9).
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Figure 16. Bull’s eye chart showing the mean values of the measurements 
for each parameter for all four machines, for both objects A and B. The 
closer the results are to the centre, the closer resemblance they have to the 
original CAD dimensions. This is an illustration of the machines’ accuracy. It 
is important to notice that the illustration does not demonstrate if the results 
are bigger or smaller than zero, and that results past the 100 µm line could 
be more than 100 µm.

 

Object B 

Object A 



80

Study III
AM machines were compared with SM and CAD files with regard 
to measurements for standard deviation, accuracy, mean, angle 
measurements and corner radius (Tables 10 and 11).
 
Calibration and validation
According to Table 12, the precision for the calliper´s validation 
in relation to gauge blocks measurements can be seen. Dahlberg’s 
formula was used to calculate the inter-observatory variations using 
the digital calliper. The results shown in Table 13 demonstrate that the 
differences were minor for each measurement in general. Dahlberg’s 
formula was also used to calculate the inter-observatory variations 
between the operators, taking the measurements from the microscope 
into consideration (Table 4).

Linear measurements
Object A – accuracy, precision and variance
X-axis
Arcam had the lowest x-axis precision, 0.078 mm, when compared 
to Mikron, which had the highest precision, 0.013 mm. Arcam also 
had the least accuracy, 0.176 mm in x-axis, when compared to the 
CAD file and Mikron had the highest accuracy, -0.012 mm. 
Regarding the precision variance in the x-axis, xac and xdb Arcam 
had the highest variance, 0.039 – 0.078 mm, whereas EOS (CoCr) 
had the least variance, 0.013 – 0.019 mm. Accuracy variance for 
the same measurements showed that Mikron had most variation 
(-0.012) – (-0.173) and EOS had the lowest, 0.061 – 0.100. (Table 
10, Figures 17 and 18).
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Table 12. Calibration and validation of the digital calliper. This procedure 
was conducted before measuring each manufacturing group.

Table 13. Inter-observatory variability between the operators using digital 
calliper, calculated with Dahlberg’s formula.

Y-axis
Arcam had the lowest precision, 0.117 mm, and Mikron had highest 
precision, 0.009 mm. Mikron showed highest accuracy, at -0.010 mm 
and, at the same time, the lowest accuracy at -0.0210 mm.

Regarding the precision variance in the y-axis, yba and ycd, 
Arcam had the highest, 0.045 – 0.117 mm, whereas EOS had the 
least variance, 0.020 – 0.027 mm. Accuracy variance for the same 
measurements showed that Mikron had the highest (-0.010) – 
(-0.210). Arcam and EOS shared the lowest with a difference of 
0.059 mm (Table 10, Figures 17 and 18).

Z-axis
EOS had the lowest z-axis precision, 0.282 mm, while Mikron had 
the highest precision, 0.012 mm. Mikron also had the highest z-axis 
accuracy, 0.014 mm, while EOS had the lowest accuracy, at 1.026 mm.  

Regarding the precision variance in the z-axis, za, zb, zc and zd, 
Arcam had the highest, 0.020 – 0.208 mm, whereas the least variance 
in the z-axis can be seen in EOS (CoCr) 0.054 – 0.062 mm. Accuracy 
variance for the same measurements showed that Mikron had least 
variation (-0.059) – 0.015 and Arcam had the most variation, ranging 
from (-0.871) – (-0.406) (Table 10, Figures 17 and 18).
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Figure 17. Precision chart for object A

Figure 18. Bull’s eye chart for object A showing mean values regarding 
accuracy for each machine. The minus sign represents a negative 
measurement value. All the markers that are outside of the dotted line 
have a number greater than 0.50 mm. The markers close to the bull’s eye 
represent high accuracy or closeness to the original CAD design.
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Object B - accuracy, precision and variance
X-axis
Arcam had lowest x-axis precision, 0.079 mm and Mikron had the 
highest precision, 0.006 mm. Mikron also had the highest accuracy, 
0.007 mm whereas Arcam had the lowest accuracy, 0.161 mm.

Regarding the precision variance in xl and xr, Arcam had the 
highest, 0.068 – 0.079 mm, while Mikron had the least variance, 
0.006 – 0.009 mm. Accuracy variance for the same measurements 
showed that EOS had the least variance at 0.005 mm and Arcam the 
highest at 0.144 – 0.161 mm (Table 11, Figures 19 and 20).

Y-axis
Mikron had the lowest precision, 0.153 mm in the y-axis and the 
highest precision at 0.006 mm. Arcam had the lowest accuracy, 0.243 
mm and Mikron had the highest, at 0.005 mm. 

Regarding the precision variance in y, yl and yr, Mikron had the 
highest variance, 0.006 – 0.153 mm, while EOS had the least variance, 
0.027 – 0.042 mm. Accuracy variance for the same measurements 
showed that EOS had the highest variance, 0.005 – 0.154 mm. The 
Concept laser had the least variance (-0.029) – (-0.010) (Table 11, 
Figures 19 and 20).

Z-axis 
Arcam had the lowest z-axis precision, 0.250 mm and Mikron had 
the highest precision at 0.017. Arcam had the lowest accuracy, -0.975 
mm and SLM had the best accuracy, at -0.005 mm

Regarding the precision variance in zl, zr, cl, and cr, EOS had 
the highest variation, 0.073 – 0.194 mm, while Mikron showed 
the least variation, 0.045 – 0.017. Accuracy variance for the same 
measurements showed that Arcam ranged from -0.973 to 0.118 mm 
(Table 11, Figures 19 and 20). 
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Figure 19. Bull’s eye chart for object B showing mean values regarding 
accuracy for each machine. The minus sign represents a negative 
measurement value. All the markers that are outside of the dotted line have a 
number greater than 0.50 mm. The markers close to the bull’s eye represent 
high accuracy or closeness to the original CAD design.

Objects A & B – angle measurements, precision and accuracy
The angle of objects A and B in the CAD was set to 16.000° (Figures 
13 and 14). Mikron showed the highest precision for object A within 
0.004° deviation, Mikron and Arcam had the highest precision for 
object B within 0.002° deviation. Arcam showed the lowest precision 
for object A of >0.3° and Concept Laser had the lowest precision for 
object B >0.09°. Mikron had the highest accuracy for object A with 
a 0.004° deviation, while SLM had the highest accuracy at 0.002° 
deviation for object B. Arcam had the lowest accuracy for object A 
>1.0° and Concept laser for object B >-0.07°. (Tables 10 and 11 and 
Figure 21). 
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Object A and B – corner radius, precision and accuracy 
The corner radius for objects A and B in the CAD was set to 0.01 
mm. Mikron showed the highest precision for objects A and B at 
0.034 and 0.011 mm, and the highest accuracy at 0.108 and 0.032 
mm. Arcam had the lowest precision form for objects A and B at 
0.078 and 0.076 mm and the lowest accuracy at 0.287 and 0.153 
mm (Tables 11 and 12).

Figure 20. Precision chart for object B.
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Figure 21. Precision chart for object B.



89

Study IV
The results and calculations were divided into two parts: in the first 
part, the calculations focused on the cross-arch measurements P1-P2, 
P1-P3, P1-P4, P1-P5 for both the edentulous and dentated cast, where 
point one was used as anchorage, or starting point. In the second part, 
the calculations were conducted in the inter-cylindrical measurements 
P1-P2, P2-P3, P3-P4, P4-P5. The measurement P1-P2 is the same for 
both groups. Table 15 presents the CMM data, the precision and 
trueness for both cross-arch and inter-cylindrical measurements for 
both the edentulous cast and the dentated cast. The Mann-Whitney 
test and the student t-test showed conclusive data for all the statistical 
tests except for Omnicam P1-P5 and P4-P5 and for CS 3600 P2-P3 
(P<.05, Table 14).

Table 14. Results from the applied statistical methods. Numbers <.05 are 
highlighted in bold (P<.05)

Omnicam 
Table 3 shows the results from a two-way independent student t-test 
in combination with a Mann-Whitney test and a Levene’s variance 
test. When comparing the difference when scanning the dentated cast 
and the edentulous cast for cross-arch measurements for Omnicam, 
there was statistical significance for P1-P5 (Mann-Whitney .021) 
and there was statistical significance for P4-P5 (Mann-Whitney 
.026) in the inter-cylindrical measurements. All measurements for 
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both the cross-arch cast and the inter-cylindrical cast had statistical 
significance for Levene’s test (except P3-P4 .062). The cross-arch 
trueness data for Omnicam E ranged from 23 µm (P1-P2) to 193 µm 
(P1-P5) with precision levels from 22 µm (P1P2) to 299 µm (P1-P5). 
The Inter-cylindrical trueness data ranged from 16 µm (P4-P5) to 
23 µm (P1-P2) with precision levels from 93 µm (P4-P5) to 22 µm 
(P1-P2). The cross-arch trueness data for Omnicam D ranged from 
25 µm (P1-P2) to 67 µm (P1-P3) with precision levels from 6 µm 
(P1P2) to 67 µm (P1-P5). The inter-cylindrical trueness data ranged 
from 14 µm (P4-P5) to 30 µm (P2-P3) with precision levels from 
6 µm (P1-P2) to 16 µm (P2-P3 and P3-P4) (Table 15 and Figures 22 
and 23).

CS 3600
When comparing the difference on scanning the dentated cast 
versus the edentulous cast for both cross-arch and inter-cylindrical 
measurements, there was statistical significance for all three statistical 
methods except for the t-test for P1-P4 (.449), the Mann-Whitney 
test (.217) and the t-test for P2-P3 (.078, Table 16). The cross-arch 
trueness data for CS 3600 E ranged from -103 µm (P1-P2) to 181 µm 
(P1-P5) with precision levels from 66 µm (P1-P2) to 247 µm (P1-P5). 
The inter-cylindrical trueness data ranged from -16 µm (P4-P5) to 
-103 µm (P1-P2) with precision levels from 42 µm (P2-P3) to 66 µm 
(P1-P2 and P3-P4). The cross-arch trueness data for CS 3600 D ranged 
from 6 µm (P1-P2) to 38 µm (P1-P4) with precision levels from 17 µm 
(P1-P2) to 82 µm (P1-P5). The inter-cylindrical trueness data ranged 
from 3 µm (P4-P5) to 33 µm (P3-P4) with precision levels from 16 µm 
(P2-P3) to 14 µm (P3-P4) (Table 15 and Figures 22 and 23).

Emerald 
When comparing the difference on scanning the dentated cast and 
the edentulous cast for both the cross-arch and the inter-cylindrical 
group, only P2-P3 showed statistical significance for the t-test (.012) 
and the Mann-Whitney test (.026). With regard to the Levene’s test, 
all measurements from the inter-cylindrical groups except P2-P3 
(1.000) were significant (Table 14). For the cross-arch group, only 
P1-P2 (.009) and P1-P5 (.032) were significant (Table 14). The 
cross-arch trueness data for Emerald E ranged from 6 µm (P1-P2) to 
163 µm (P1-P4) with precision levels from 96 µm (P1-P2) to 441 µm 
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(P1-P5). The inter-cylindrical trueness data ranged from 6 µm (P1-P2) 
to -67 µm (P3-P4) with precision levels from 38 µm (P2-P3) to 97 µm 
(P3-P4). The cross-arch trueness data for Emerald D ranged from 
-11 µm (P1-P2) to 129 µm (P1-P4) with precision levels from 17 µm 
(P1-P2) to 311 µm (P1-P5). The inter-cylindrical trueness data ranged 
from -11 µm (P1-P2) to -56 µm (P4-P5) with precision levels from 
17 µm (P1-P2) to 54 µm (P3-P4) (Table 15 and Figures 22 and 23).

Table 15. Calculated data from all IOS devices for the edentulous and 
dentated cast.
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Itero 
When comparing the difference in scanning the dentated cast and 
the edentulous cast for both the cross-arch and the inter-cylindrical 
group, only P1-P2 and P2-P3 showed statistical significance for the 
t-test (.023 and 0.001) and the Mann-Whitney test (.010 and .002). 
For the Levene’s test, only P4-P5 (.000) from the inter-cylindrical 
measurement was significant (Table 14). The cross-arch trueness data 
for Itero E ranged from -30 µm (P1-P2) to -81 µm (P1-P5) with 
precision values from 17 µm (P1-P2) to 85 µm (P1-P5). The inter-
cylindrical trueness data ranged from 2 µm (P4-P5) to -30 µm (P1-P2) 
with precision values from 14 µm (P2-P3) to 30 µm (P4-P5). The 
cross-arch trueness data for Itero D ranged from -11 µm (P1-P2) to 
-70 µm (P1-P4) with precision values from 25 µm (P1-P2) to 105 µm 
(P1-P5). The inter-cylindrical trueness data ranged from 4 µm (P4-P5) 
to 22 µm (P3-P4) with precision values from 10 µm (P4-P5) to 25 µm 
(P1-P2) (Table 15 and Figures 22 and 23).

Trios 3
When comparing the difference on scanning the dentated cast and 
the edentulous cast, there was statistical significance for P1-P2, 
P1-P3,P1-P5 and P4-P5 for both the t-test (.000, .022, .001 and .000) 
and the Mann-Whitney test (.000, .029, .001, .000). For the Levene’s 
test there was statistical significance for P1-P2 (.007), P1-P3 (.018) 
and P4-P5 (.029, Table 14). The cross-arch trueness data for Trios 
3 E ranged from 117 µm (P1-P4) to 36 µm (P1-P5) with precision 
values from 23 µm (P1-P2) to 94 µm (P1-P5). The inter-cylindrical 
trueness data ranged from 31 µm (P2-P3) to 94 µm (P1-P2) with 
precision values from 19 µm (P4-P5) to 23 µm (P1-P2 and P3-P4). 
The cross-arch trueness data for Trios 3 D ranged from 150 µm 
(P1-P5) to 40 µm (P1-P2) with precision values from 12 µm (P1-P2) 
to 76 µm (P1-P5). The inter-cylindrical trueness data ranged from 
34 µm (P2-P3) to 46 µm (P3-P4) with precision values from 10 µm 
(P4-P5) to 17 µm (P2-P3) (Table 15 and Figures 22 and 23).
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Figure 22. Boxplot illustration of the cross-arch measurement deviations from the 
CMM data (zero-line) for all IOS devices for both the edentulous and dentated 
cast.
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Figure 23. Boxplot illustration of the inter-cylindrical measurement deviations 
from the CMM data (zero-line) for all IOS devices for both the edentulous and 
dentated cast.
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DISCUSSION

Discussion on methods 
Study I 
The main objective of the research was to measure implant 
components and the correlation between components in order to 
calculate the clearance. Clearance could be described as the air or 
space between two manufactured parts (Figure 3). The title of the 
first study is “Tolerance measurements on internal- and external- 
hexagon implants”. Tolerance, in engineering terms, refers to the 
manufacturing accuracy, answering the question “how accurately 
does the part need to be produced in order to function as intended”. 
The correct title for study I would be “Clearance measurements on 
internal- and external-hexagon implants”. Measuring components 
could be conducted in several ways, Tsun. Ma et al.[105] studied 
the centre point utilising a CMM to measure implant components. 
Hjalmarsson et al.[111] also studied the centre point of implant 
frameworks utilising a CMM. A CMM has the ability to measure x, 
y and z coordinates; with tactile movements they also have the ability 
to register geometries. The tactile touch of the probe to the object 
being measured results in 3D point cloud data. Depending on probe 
dimension the system’s ability to register shapes is limited. Thus, 
the tactile CMM technique is not optimal for registering shapes. 
Micro CT, optical 3D scanners are alternative ways to register three 
dimensional shapes of different components. These systems have the 
ability to scan physical components and present these as 3D models. 
Micro CT is often limited by material properties of the object being 
digitised, and 3D scanners sometimes struggle to scan reflective 
surfaces. 
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Figure 24. Workflow illustration for Study I.

Study one utilises linear and circular measurement to replicate the 
physical model, and the measurements are later used to design the 
components digitally (Figure 24). The downside of this method is 
the measurement procedure. Measurement errors of the physical 
object will affect the final design significantly. At the time, we had 
limited knowledge regarding equipment validation processes. The 
microscope that was utilised had a validation ruler; this ruler was 
measured in the microscope in a procedure that is referred to as 
calibration later in the text. One problem with this procedure was 
that the microscope had a focal depth of a couple of mm (Figure 25). 
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We had no standardised method while measuring the different 
geometries. Assembling the components in epoxy made it possible 
to section them in one piece; this procedure made it easier to measure 
some unreachable dimensions. The procedure also made it possible to 
measure the correlations between different components (Figure 26). 

Figure 25. Image of the microscope measurements of the internal geometry 
of the implant. We tried to place the focal depth in the area of interest, 
but it is difficult to align the subject perfectly without the use of a tripod or 
something similar.

Figure 26. One of the sectioned assembled pieces that simplified 
measurements of difficult-to-reach geometries.
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The micrometer was not validated in any way. Correspondingly, 
all measurements were performed on single components; because 
of manufacturing tolerances there are differences between every 
component that is produced (Figure 3). A more reliable version of 
this study would conduct measurements of several components of the 
same type, and then use the mean values for the computerised design. 
The grinding and cutting parts of the study also potentially cause 
errors. When grinding or cutting a metallic component embedded 
in epoxy it is a challenge to stop exactly in the centre while keeping 
the cut perpendicular (Figure 27 A). Upon submission of this paper, 
the reviewer questioned how we could be sure that the cut had been 
performed exactly in the middle of the implant. In order to answer 
that question, we had to separate the sectioned components and 
measure the cuts – almost none of the implants were cut exactly in 
the centre. Because we had the “original” data of the geometrical 
dimensions of all the components, we were able to measure the 
hexagon walls to estimate the orientation of each section (Figure 
28). When this had been done we could section the digital version in 
the exact same place (virtually). Figure 29 illustrates the groups that 
were sectioned. 

When conducting similar procedures, we have designed and 
additively manufactured a box that aligns the implant axially. This 
box is also composed of two straight gaps to assist the operator in the 

Figure 27. A) Ideal cut. B) Angulated cut. C) Angulated and not centred.

 

A C B 
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perpendicular grinding (Figure 30). When the outer dimensions are 
known, the operator has the possibility to measure the box regularly 
to avoid stopping or passing the centre. Because of the flatness of the 
box, the object is well aligned when observed under the microscope, 
thus assisting the observer in keeping the magnification stable in 
between observations. 

Figure 28. One dismantled implant component and the measurements of 
the remaining hexagonal walls.

Figure 29. The grouping of the sectioned components in part two.
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Figure 30. Grinding assistance box, the implant is placed in the cylinder 
and the box is filled with epoxy. The gap in the cylinder assists in 
achieving an aligned intersection.
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Studies II and III
The main objective for Study II and Study III was to determine the 
production accuracy of models produced through AM for metals and 
polymers. When testing manufacturing technologies that are intended 
for dental applications, it is reasonable to choose a validation model 
that resembles a tooth or some other oral geometry. The biological 
shape of a tooth is challenging to measure, there are no fixed basic 
geometries from which to start and end the measure. It is also difficult 
for other researchers to verify or re-measure the biological shape 
without having that specific file available to them. There are several 
validation models available for assessing the geometrical accuracy of 
different manufacturing methods. Initially, we performed some pilot 
tests with some of the available designs[112]; however, regrettably 
these designs were difficult if not impossible to measure with tactile 
instruments. The validation models were also generally designed for 
industrial purposes (Figure 31). 

Figure 31. One of the validation models that were tested prior to ISO 
12836. Image in courtesy of Moroni et al.
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There are several reasons why we chose the ISO document as a reference 
for the study. The main reason was that others had the opportunity 
to purchase the ISO and use the designs. We also knew that the ISO 
comity had used these specific geometries for measurement purposes. 
The objects are easy to measure and the guidelines for producing and 
validating them are clearly stated in the document. One other reason 
for using this specific ISO was that the ISO contains production 
tolerances for the test objects that are going to be digitised. We were 
hoping that some of the objects manufactured in this study or the 
following study would be accepted by the ISO tolerances. If so, they 
could have been utilised in the fourth study to validate the intraoral 
scanners. Unfortunately, neither object A or B could be scanned with 
any intraoral scanner in any of our pilot tests. Even though the ISO 
12836 clearly stated this in their instructions: 

“This International Standard includes the measurement of the 

image that is digitized from dental scanners (intraoral scanners, 
lab-based optical scanners and lab-based mechanical contact 
scanners). Digitized images are not only used for the fabrication 

of restorative products but also applied to teaching and research 

in dentistry, in such areas as occlusion, tooth and gingival con-

tour change measurements, and so forth.”[113]

One of the reasons why the objects could not be digitised with 
intraoral scanners was that the devices use a software algorithm that 
requires complicated and non-repeated geometries. Apparently, the 
ISO organisation figured this out and published a revised version of 
the ISO in 2015:

“This International Standard includes the measurement of the 

image that is digitized from dental scanners (lab-based optical 

scanners and lab-based mechanical contact scanners). Digitized 

images are not only used for the fabrication of restorative pro-

ducts but also applied to teaching and research in dentistry, in 

such areas as occlusion, tooth and gingival contour change mea-

surements, and so forth.”[114]
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In the 2015 version of the ISO, the intraoral scanning devices are no 
longer supported. In 2017, Uhm et al.[115] presented an interesting 
study that utilises object A and B to evaluate trueness and precision 
of four intraoral scanners. Their team also struggled to digitise the 
objects, but they found a solution. When the team reduced the size 
of the objects by 70%, they were able to digitise them. The size 
reduction enabled the IOS devices to digitise the entire object at once. 
They also added rubber impression material to the objects to provide 
non-symmetrical shapes, also aiding in the IOS acquisition process. 

 

Patient 

Reference 
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Referens scanner 
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Figure 32. Left, a reference model is manufactured either from an intraoral 
scan or a conventional impression. The reference model is then scanned 
with a reference scanner. Furthermore, the reference model is scanned with 
one or more IOSs prior to the additive manufacturing of the model. The 
manufactured model is then scanned again with the same reference scanner 
and compared to the first scan. Right, a basic geometry is designed digitally, 
the design is then additively manufactured. The final object is then either 
scanned with a reference scanner or measured with other methods and 
compared to the original design. 
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Patzelt et al. [116] studied the accuracy of polymeric full-mouth 
models based on intraoral scans, concluding that all models had a 
clinically acceptable level of accuracy. They scanned one master model 
with a reference scanner before digitising it with the IOS devices. 
The files from three different IOSs were later used to additively 
manufacture models that were scanned with the reference scanner. 
Then they compared the first reference scans to the last ones. The 
method utilised by Patzel et al. and others [82, 110, 117, 118] studies 
the workflow of scanning and producing objects through AM, rather 
than focusing only on the production accuracy of the additive system. 
Figure 32 describes the difference further; the study workflow to 
the left illustrates the accuracy of additively manufactured objects 
post-digitisation, in this type of research the level of dimensional 
changes that the IOS device appends onto the model pre-production 
is unknown. The illustration to the right corresponds to the material 
and method utilised in Studies II and III. Instead of a reference 
scanner we utilised tactile measurement equipment. This type of 
research protocol focuses exclusively on the produced sample, and 
the computer-designed shape has digitally set dimensions and angles 
that serve as references. The tool utilised for measuring the produced 
object needs to be verified and of higher accuracy than the process in 
which it is going to be used (traceability). In the field of dentistry, it 
is difficult to specify the accuracy of different processes. The tactile 
instruments utilised in Studies II and III have been validated to ± 
5 µm depending on gauge block dimension. Even if the operators 
have ensured repeatability conditions, and the instruments have 
been validated to a few microns, there still are several possible 
measurement errors. Some of the main handling errors when utilising 
tactile instruments are: alignment errors, pressure of contact point 
and to centralise the instrument onto the object being measured. Only 
flat surfaces of objects A and B (Figure 13 and 14) were measured 
utilising tactile instruments in Studies II and III. This minimises 
the alignment errors. Nevertheless, centralisation and pressure still 
remain as possible errors. 

Initially, there were more measurements in the protocol. One 
interesting dimension that we measured was the distance between 
the cones in object B, as seen in Figure 33. The problem with these 
dimensions was that we had no reliable and reproducible way to 
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measure them with the equipment that was available to us. During the 
statistical analysis we noticed that there was a noteworthy difference 
in precision. Regarding the distance between the cones we had to 
use the microscope, and, with a binocular scope, the cones were 
not registered perpendicular to the scope. This resulted in unreliable 
measurements, thus all these dimensions were disregarded. We also 
measured the surface roughness of one part from each manufacturer, 
and the measurements were conducted utilising a surface roughness 
tester (Mitutoyo 178-561-02A, Takatsu-ku, Kawasaki, Japan). 
One measurement was along the print layers and the other one was 
cross-directional (Table 16). The surface roughness of additively 
manufactured parts for dental application is of importance when 
producing dental models or applications for intraoral use. The 
calculations were excluded during the review process.

 

Figure 33. The distance between the cones of object B and the radius in the 
top and bottom of the cones.

The corner radius measurements were included in order to assess 
the manufacturing unit’s ability to produce sharp edges. When 
producing objects intended for dental applications it is a necessity 
that the manufacturing unit has the ability to produce sharp edges 
and corners. A small corner radius pronounces a sharp edge, and vice 
versa. To the best of knowledge of the authors, the CAD software 
(Autocad 2013, version G.55.M.108 Mac, Autodesk Corp) that was 
utilised for designing the two objects in study one lacked the ability to 
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set edge radius. We only had the ability to set the edge to 90 degrees. 
The CAD files from Study II were re-designed in a different software 
(Solidworks educational edition 2013). All dimensions and deigns are 
the same as for Study II, the only difference was that the edge radius 
was set to 0.01 mm. In addition, we thought that we had to use a 
different file format in order to utilise the subtractive manufacturing 
group (*.STEP, standard for the exchange of product model data). 
Later, it was clear that the STEP file was unnecessary, because the 
subtractive unit could utilise the STL files.

Table 16. Surface roughness measurements for the different manufacturers.

 

Roughness Surface roughness (µm)  

average Machine N Mean Std. Dev Std Mean 

Ra-x Objet 30 50 1,25 0,40 ,06 

Objet Eden 50 2,35 0,90 ,13 

EOS 50 6,97 1,15 ,16 

Projet 50 3,62 0,76 ,11 

Ra-z Objet 30 50 4,80 1,45 ,20 

Objet Eden 50 3,41 0,89 ,13 

EOS 50 7,66 2,39 ,34 

Projet 50 13,01 1,74 ,25 

One alternative way of checking the geometrical accuracy of a 
produced object is to digitise the object utilising a CMM system 
or optical 3D scanner. The same traceability requirements apply 
regardless of measuring equipment. A reliable digitised version of the 
produced object enables comprehensive measuring options, especially 
if the original CAD file is available. This powerful method enables the 
operator to either measure the digitised version or compare it to the 
original CAD file. The possibilities to measure flatness, roundness, 
tolerances, surface topologies, parallelism and so forth are countless. 
Figure 34 illustrates one of the dimensions that were of interest but 
unreliably measured in Study II, namely the distance between the 
cones of object B. This distance and many other factors are easily 
measured when utilising 3D analysing software. The fact that digital 
software applications were powerful measuring tools was known to 
the authors. 
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Figure 34. Left, inter-cone measurement. Right, tolerance illustration of the 
difference between CAD and the digitised version of the manufactured 
object.

Figure 35. Technical drawing of the simplified validation design. 
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The reason why we chose tactile instruments was to simplify for 
technicians and dentists interested in conducting some in-house 
testing utilising object A and B before purchasing an additive system. 
That is also why we chose a microscope that was accessible to 
purchase and operate. Unfortunately, objects A and B had too many 
measuring dimensions to interest personnel without enthusiasm for 
research. This led to the design of an alternative object that was easy 
to produce, measure and orientate (Figure 35). In comparison with 
objects A and B the second design lacks cones, angles and inclinations. 
It must be emphasised that the geometry of object A was divided into 
four “cubes” (Figure 13). Therefore, for an object to be acceptable, 
it was of great importance that all four cubes presented comparable 
tolerance levels on all three axes. For instance, if the height of one of 
the four cubes in each object would show a difference of 100 µm, the 
produced inlay could be considered to have a non-passive fit. This is 
also the reason for conducting angle measurements for both objects A 
and B. Still, the second design assists in general x, y and z dimensions 
that aid in tolerance measurements of additive systems. When objects 
A and B were manufactured, the orientation onto the build plate of 
the tested machines was not controlled. Several of the AM machines 
that utilise optical solidification techniques could present tolerance 
differences on different parts of the build plate. Thus, the placement 
of the desired verification model should be controlled. In the second 
design we added this functionality, utilising five numbered objects. 
Four objects are placed in the corners of the build plate and the 
fifth in the middle (Figure 36). Furthermore, additional height was 
added in the lower part of the designs in order to compensate for 
compression layers that some AM systems produce in order to fixate 
the object to the build plate[119]. This feature was not designed in 
objects A and B. Figure 37 presents a microscope image of one object; 
the operator has the possibility to measure the x, y and z dimensions 
both with microscope and tactile instruments.  
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Figure 36. Left, build plate orientation of the five test objects. Right, an 
additional cylinder of 2 mm was added in the lower part, to compensate 
for possible compression layers.

Figure 37. Example of one of the five test objects, manufactured in polymer 
utilising a DLP system.
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Study IV
Prior to the master model presented in this study, we performed 
several pilot studies on other master models. As previously described, 
we tried to scan objects A and B from Studies II and III. None of 
the IOS devices that we tested could digitise either object A or B 
properly, so we tried other alternatives. Figure 38 illustrates one of 
the deigned master models that we tried to scan. The cubes in Figure 
38 are 10*10*10 mm each. In the initial design different geometrical 
shapes were designed to the walls – these were difficult to digitise. 
We had to change the geometries to letters, as seen in Figure 38b. 
With this setup we were able to scan the female and male parts and 
the correlation (bite scan) between the two models. The downside 
with these cubes was that we were only able to study the behaviour 
of the IOS devices in a small area of approximately 10 mm. Figure 
39 illustrates a larger version of the cube design. Unfortunately, 
the larger arch design was impossible to scan. It was clear to us 
that we had to utilise a geometrical shape that was similar to the 
oral environment regarding geometry; at the same time we needed 
measurable geometries. The pilot testing led to the hybrid model 
consisting of oral cavity geometries in combination with cylinders 
that are easy to measure. 

 

A B 

Figure 38. A The initial master design with one female (upper part) and 
male (lower part) model. B during the testing the wall geometries were 
changed to letters.



111

Figure 39. Upper and lower arch design utilising the same principle as the 
cubic design. With one female and one male part consisting of different 
measurable geometries.

Figure 40. Left, a photograph of the actual implant master model.  
Right, a scanned version of the implant model. 

The initial pilot test resulted in a master model (Figure 40) with a 
metallic base holding up 6 cylindrical peek objects, also known as 
scan bodies (intended for scanning implants). The base also consisted 
of three spheres and a gypsum model of a patient’s maxilla wrapped 
around the implants. This implant master model had geometries from 
the oral cavity (gypsum part) cylindrical geometries for measurements, 
and spheres to assist in the measuring. It had all the necessary features, 
and it was fairly easy to digitise with IOS. The only downside of 
the implant model was that the spheres were glued in place and the 
cylindrical scan bodies were screw-retained to the implants. When 
scanning a master model more than 100 times it is important to have a 
model that is as rigid as possible. Moreover, we found that the height of 
the cylinders made it challenging to scan the cylinders and the gypsum 
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part at the same time. The master model utilised in Study III is the 
results of all previous pilot models (Figure 41). The dentated model 
consists of anatomical mandibular teeth and five shorter cylinders for 
measuring purposes. The physical model was manufactured through 
AM in cobalt chromium directly onto the build plate. For stability 
purposes, the models were never removed from the build plate. The 
models were sandblasted in order to achieve a non-reflective surface. 
Besides the removal of the teeth, the edentulous model was identical 
in regards of dimensions and production method.

Figure 41. Upper, dentated master model with a non-reflective surface. 
Lower, edentulous model with a non-reflective surface. Note that the models 
are attached to the build plate.

The validation technique utilised in Study IV consists of comparing 
known CMM measurements of the cylinders to the one calculated 
from the virtual scan file. Using a tactile probe, the CMM machine 
registers the diameter of the cylinder and the plane at the top of the 
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cylinder. The intersection between cylinder and plane results in an 
intersecting point (Figure 42). 

The digital files acquired from different IOS devices are treated 
in a similar way in the GOM inspect software. Instead of a probe 
calculating the cylinder, the software utilises a Gaussian best-fit 
algorithm to calculate the cylindrical shape and the plane. The 
intersection between these two geometries results in a point (Figure 
43). All five cylinders on both models are treated in the same way. 
This results in five points in each model; the linear distance between 
the five points are measured in the CMM and later compared to 
the same measurements on the IOS files. Figure 44 illustrates the 
linear distance between point one and two on the dentated model, the 
virtual file computes a dimension of 12.40 mm and the corresponding 
CMM measurements for the distance between point one and two 
was 12.43 mm. 

Figure 42. Image from the CMM software for the geometrical calculations 
to register the centre point of cylinder no. 1. 
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Figure 43. Image from the GOM inspect software when applying a cylinder 
and plane in order to calculate the centre point of cylinder no. 1. 
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Figure 45. Blue = master scan, green = IOS scan. A) cylinder alignment.  
B) best fit alignment. C) alignment localises to 35, 36 and 37. 

 
 

A 

B 

C 



116

Figure 44. Software calculated linear distance between point one and two 
on the dentated model. 

The point-to-point measurements conducted in Study IV are 
repeatable and simple to measure; the method utilises a software 
algorithm to calculate all cylinders in the same manner. The downside 
of the method is that only the points are calculated, thus the method 
would not be suitable for comparing geometrical shapes or rotations. 
One alternative way of comparing a virtual three-dimensional file to 
a known dimension consists of comparing two virtual files. One of 
the files originates from a 3D scanner with higher accuracy compared 
to the ones being tested. This method requires a point cloud to point 
cloud alignment. There are several ways to compare point cloud data, 
and, depending on method, the results will diverge significantly. Figure 
45 illustrates three different types of alignments, the alignments in 
Figure 45a are localised to the cylinders only. The software calculates 
the local best fit between the two models comparing only the point 
cloud on the cylinders. Figure 45b illustrates the models when a local 
best fit is applied to the entire model and not only to the cylinders. 
Figure 45c illustrates when the local best fit is localised only to 35, 36 
and 37. The downside of this type of alignment is that the operator 
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needs to understand how the different types of alignment methods 
affect the calculations. At the same time, this type of comparison 
enables the operator to study the IOS scan data freely. Moreover, 
the colourisation of the model enables the observer to clearly see 
differences between the compared models. 

Discussions on results
Study I
The metallic components showed small differences, especially for 
the external hexagon connection (Table 6). When the external hex 
was cut according to optimal orientation, the virtual file presented 
a total clearance of 44 µm. Similar results could be found for the 
metallic components in the internal connection group, with a total 
clearance of 58 µm (Table 8). The prefabricated polymeric cylinders 
that were intended for casting procedures presented higher deviation 
when compared to the virtual files. The clearance of the polymeric 
components was around 90 µm (Table 8). The clear difference between 
the metallic and polymeric groups could be related to deformation 
of the polymeric cylinders. During tightening of the abutment screw, 
a degree of defamation of the cylinder occurs; with the external-hex 
implants, this causes the abutment to expand in width. The polymeric 
abutments in the external group showed horizontal misplacement at 
the abutment/implant margin, resulting in an overhang. According 
to the manufacturer, the Poisson ratio for the polymeric cylinder is 
0.36. This ratio explains the volume changes in a material under 
stress. When a material is stretched in one direction, it will compress 
in the other direction; the Poisson ratio describes this compression. 
The subjects were only tightened once and with a very low force, 
whereas a dental technician typically tightens components a couple 
of times during fabrication of the framework. Study II focuses on 
the clearance between the implant/analogue and abutments, to 
estimate clearances between the components. The components are 
intended for screw-retained multi-unit constructions manufactured 
on an implant level. The results could not be used for constructions 
made on an abutment level, or as a standard for all implants. The 
results from Study I are only applicable to the specific components 
utilised. The findings from Study I and from other researchers[105, 
106] suggest clearances ranging from 22-130 µm between different 
implant components. 
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Studies II and III
An important factor is the ability of the machine to produce the 
same objects every time, or, alternatively, to make the same consistent 
error. This means that the machine has continuity in its production 
and this, in turn, equals high precision. These characteristics can be 
evaluated by producing multiple objects from the same machine and 
thereafter repeating the measurements on each object. A comparison 
between all the measurements and the measurements of the CAD 
files is then needed in order to calculate the level of precision. If the 
precision of a measured object is low, this means that the machine 
manufactures the object differently each time; this lack of precision 
will undoubtedly affect trueness and the overall accuracy. However, 
if the level of precision is high, the manufacturing is consistent, but 
might not be close to the true value of the CAD file (Figure 1b). With 
this type of machine, which has a high level of precision, it is possible 
for the software to compensate for the CAD file in a different axis 
(X, Y or Z) in order to obtain greater accuracy. Bearing this in mind, 
the results from Studies II and III should be categorised in precision. 
One of the advantages with AM systems is the ability to manufacture 
several objects at once. All objects that were produced utilising AM 
technologies in Studies II and III were produced on one build plate 
per machine. The SM group in Study III produced each of the 20 
objects one by one. When comparing the AM groups to the SM 
group, one should recognise that the AM groups actually are tested 
for repeatability and the SM group for reproducibility. 

Linear measurements
Studies [106, 111, 120] have demonstrated that it can be impossible 
to obtain a passive fit and that a misfit always exists between 
implants and the manufactured superstructures they support. The 
lack of a reliable method to clinically evaluate the passive fit of 
implant restorations means that there is no consensus regarding the 
machine tolerance needed for a clinically acceptable fit for implant 
constructions[120]. Nevertheless, there is a need to produce dental 
reconstructions and models with high accuracy, in order to prevent 
technical and biological failures. As previously stated, process 
technologies in dentistry that have the capability to either digitise 
or manufacture reconstructions with a trueness of about 50-100 µm 
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Figure 46. The calculated total mean values for all linear measurements in 
Study II. Dotted line = precision and filled circle = trueness. Illustration does 
not demonstrate if the results are bigger or smaller.

Figure 47. The calculated total mean values for all linear measurements in 
Study III. Dotted line = precision and filled circle = trueness. Illustration does 
not demonstrate if the results are bigger or smaller.
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and with precision values about 20 µm would, in theory, be sufficient 
for dental applications. To facilitate the results from Studies II and 
III, the total accuracy (trueness) and precision have been calculated 
on all linear measurements in Figures 46 and 47. If the threshold 
value of 100 µm ± 20 is to be used, some of the AM technologies 
for producing metallic reconstructions would not have sufficient 
accuracy for dental application, even if precision is the considered 
feature for an acceptable and reliable production unit. One noticeable 
difference for the production of metallic versions of object A and B 
in Study III, is the difference in accuracy for the same machine but 
between the two objects. One example of this observation is the 
difference in linear production accuracy for ConceptLaser, EOS and 
Arcam when comparing object A and object B. One reason for this 
error could be that none of the objects produced with AM utilised 
supporting structures. Post-processing for all metallic objects involved 
cutting the metal object from the building platform. It is highly likely 
that the authorised personnel had difficulties removing the metallic 
and the polymeric objects from the build plate without affecting the 
z-axis dimensions. Human error can have a huge influence at this 
stage, resulting in low levels of trueness and precision. All the AM 
systems show lower levels of trueness and precision in the z-axis 
measurements, but Arcam and EOS had the lowest level of accuracy 
and precision of all AM systems in the z-axis. The measurements in 
the z-axis for these two machines do not represent the capability of 
the machine to produce the objects in that specific axis. Instead, this 
shows the importance of avoiding the build of important geometries 
directly on the build plate. When focusing on the capability of the 
machine to produce geometries, the measurements cl and cr (object 
B) are the more reliable measurements in the z-axis since these are not 
affected when they are removed from the build plate. Even if we only 
focus on cl and cr as z-axis measurements, Arcam would still have the 
lowest precision (cr 140 µm), this might be due to the laser movement 
during processing, which results in an elevation on its perimeter. 

Arcam uses high-electron beam energy and obtains a larger heat-
affected zone (also known as melt pool) when compared to SLM, 
which uses a less powerful energy source. The melt pool also 
depends on the setting of the scan speed, beam diameter and bed 
temperature [121, 122]. Hence, the larger heat-affected zone in EBM 
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technology limits the recreation of the object’s minimum features, 
inferior resolution and surface smoothness[123]. Arcam production 
can be simplified into three steps: the first step involves preheating 
powder, the second is the contouring step, where the machines melt 
the powder in the perimeter at a low beam ampere and speed, thereby 
maintaining the part accuracy. The third step is the melting step of 
the powder at high velocity, where the beam has a ‘zigzag movement’. 
When the beam turns around in the perimeters, more heat is generated 
there. This results in a partial swelling at the perimeter due to the 
excessive heat generated there and consequently affects the dimension 
of the z-axis in objects A and B[124] (Figure 48). 

Figure 48. Photo of object A manufactured by EBM technology (Arcam), 
showing part-swelling at the perimeter of the “cubes”.

Mikron showed constant lower values compared to the CAD file. The 
only dimensions that Micron struggled to produce accurately were 
xaz, xdb, yba and ycd. Due to the sharp internal corners of these 
measurements, the SM system had to compensate for the geometrical 
design. The SM machine was not able to reach the sharp internal 
coroners without this drill compensation, which resulted in rounded 
corners that reduced distance for all four measurements (Figure 49). 
Some good examples of high-precision and high-trueness machines 
can be seen in Figure 46, where it is clear that all the machines from 
Study II had a total mean linear accuracy values in proximity or 
below the threshold values. 
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A B 

Figure 49. A, illustration of a designed crown in intersection. The black 
line illustrates the designed crown and the dashed line demonstrates the 
drill compensation. B, illustrates a side view of object A; the black line 
illustrates the designed object and the dashed lines demonstrates the drill 
compensation.

Degree and corner radius measurements
The CAD file had an angle set to 16.000°. The total mean precision 
and trueness for all angle measurements for both objects A and 
B for Studies II and III can be seen in Table 17. In addition, for 
Arcam, all the additive systems in Study II presented higher accuracy 
for the production of the 16° geometries. The system with highest 
overall accuracy was the Mikron system, presenting trueness values 
at 0.004° with a precision at 0.015°. The impact of an insufficient 
angle production is unknown, most likely an angle defect will affect 
the final geometries, but there are no threshold values with which to 
compare the results. 

A possible cause is that SM can recreate the angles close to the CAD 
file’s dimensions, possibly because of the simplicity of the periphery 
geometries, an outer-corner shaper in this case. This leads to an 
uncomplicated toolpath and easy accessibility for the burrs. 
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Table 17. Trueness and precision for all angle measurements for study III.

Objet 0.482
0.599

Eden 0.490
0.297

EOS 0.435
0.559

Projet 0.452
-­‐0.337

Total  mean  precision
Total  mean  trueness

Total  mean  accuracy  for  all  angle  
measurements  for  both  Object  A  and  B  

Total  mean  precision
Total  mean  trueness
Total  mean  precision
Total  mean  trueness
Total  mean  precision
Total  mean  trueness

Arcam Total  mean  precision 0.322
Total  mean  trueness 0.738

Concept Laser Total  mean  precision 0.106
Total  mean  trueness -­‐0.046

EOS (CoCr) Total  mean  precision 0.021
Total  mean  trueness -­‐0.003

SLM Total  mean  precision 0.074
Total  mean  trueness 0.022

EOS Total  mean  precision 0.031
Total  mean  trueness -­‐0.005

Mikron Total  mean  precision 0.015
Total  mean  trueness 0.004

Total  mean  accuracy  for  all  angle  measurements  
for  both  Object  A  and  B  

AM groups generally had poorer accuracy compared to SM in 
re-creating a 90° periphery corner radius from the CAD file. Arcam 
had the least accuracy for object A, with a corner radius of 0.287 
mm, and object B, 0.153 mm. Arcam also had the lowest precision for 
object A, 0.078 and object B, 0.076 mm. The reason for this might be 
the surface roughness of the object, which made it difficult to see and 
measure the edges in the microscope (Figure 50). The main principle 
in AM technique is layer-by-layer build-up. When different geometries 
with angled or curved shapes are to be built in an AM machine, the 
‘staircase shape’ is difficult to avoid and results in surface roughness 
and dimensional inaccuracy[125, 126]. Staircase shapes depend on 
the size of powder particles, layer thickness, surface angle to the 
building platform and melt pool temperature[126, 127]. This shape 
can be reduced if the layer thickness is thinner, if smaller powder 
particles are used or if a reduced surface angle of the object is utilised. 
Consequently, the building time will be affected as well as the cost. 
Arcam, which uses EBM technology, has the largest layer thickness 
and powder particle size. This results in poor surface smoothness 
and poorer dimensional accuracy, as shown in this study. One major 
difference of the EBM technology is the production speed; it is faster 
compared to other AM techniques because of its ability to melt each 
layer and the underlying layer during the build-up process. This 
results in lower residual stress of the manufactured object; therefore 
there is no need for post-processing and heat treatment[127-129].



124

 

A 

B 

C 

Figure 50. 250x magnification of one edge from object A manufactured 
by: A) Arcam machine, B) Concept laser and C) SM group, Mikron. 
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Inter-observatory variability
In Study II, two operators measured all the objects. It is of great 
importance to perform a calibration if more than one operator is 
executing the measurements in order to ensure that both operators 
are measuring correspondingly. This is of importance in order to 
achieve significant results as well as ensuring that a standardised 
method is used. Dahlberg’s formula was chosen for calculating 
the calibration between the operators, due to the capability of the 
method to calculate small differences. Furthermore, this formula also 
provides the possibility of estimating inter-observatory variability, 
which is considered beneficial[130]. All the values received with 
Dahlberg’s formula can be seen in Table 4 and Table 12. Furthermore, 
a standardised method for the measurements was used; thus all 
measurements were conducted in a temperature stable environment, 
20 ± 1 °C [131].
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Study IV
The hypothesis stating that there would be no significant differences 
within each IOS system when scanning the two different arches can 
be partially rejected. For the cross-arch measurements, three out of 
four measurements were statistically significant for Trios 3 and CS 
3600, when comparing the edentulous cast with the dentated one. At 
the same time, the Emerald scanner had no significant difference for 
the cross-arch measurement. For the inter-cylindrical measurements, 
CS 3600 showed overall significant differences, while the other 
scanners were only partially significant. It is not clear how many 
of the comparing studies that have used Itero Elements and how 
many used the older generation Itero. The Itero Elements scanner 
was launched in March 2015; for comparison purposes studies 
pre-2015 should be disregarded. The same problem arises for Trios 
and the Planmeca plan scan. 3Shape has presented three generations 
of scanners and the one used in this study is Trios 3 (2015, third 
generation), Planmeca released the Emerald scanner in late 2017, 
and, to the best of the authors’ knowledge, there are no similar studies 
available for comparison. Nevertheless, it is important to carry out a 
comparison of previous studies, even if there are limitations regarding 
conclusions. Ender et al. [35] studied conventional and digital full-
arch impressions utilising the 3D superimposing technique. They 
found overall trueness data on the Omnicam to be 37.3 µm, while 
they also found that the same IOS showed increasing deviation 
toward the end of the arch, with a difference up to 100 µm. They 
also tested the Itero (pre-2015 version) scanner, with trueness data 
at 32.4 µm. The precision data from that study also showed that 
Omnicam differed partially on one side of the tested cast, with 
increasing deviation up to 130 µm. The Itero showed large deviations 
up to 120 µm. The data found from the current study on cross-arch 
measurements for Omnicam D showed trueness data from 25-67 
µm and precision data ranging from 6-67 µm. The same data from 
Itero D showed trueness values ranging from -11 to -70 µm and 
precision values ranging from 30-81 µm. In a study by Muallah et 
al.[132] a method comparable to the current study was utilised, 
the authors measured the virtual files in a linear manner instead of 
superimposing 3D data. One of the linear measurements focuses on 
inter-molar width of a maxillary master cast; this measurement is 
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similar to P1-P5 in the current study. The trueness results for Trios 
(version unknown) presented were 29.160 µm with a precision of 
52.872 µm, trueness for Itero (version unclear) -47.030 µm with a 
precision of 84.137 µm. The current study presents trueness data 
for Itero D (P1-P5) at -56 µm with a precision of 105 µm. Trueness 
for Trios D (P1-P5) 150 µm with a precision of 76 µm. Van der 
Meer et al.[133] utilised three cylinders on their master cast that 
were measured utilising tactile CMM. Two of the cylinders replaced 
the first molars and one replaced a mandibular front tooth; the 
measurements conducted in that study are comparable to P1-P3 and 
P1-P5 in the current study. The study concluded that trueness for 
Itero (pre-2015 version) was 70.5 µm (P1-P3) with precision values 
of 56.3 µm, and 61.1 µm in trueness for (P1-P5) with precision of 
53.9 µm. These values could be compared to data from this article for 
trueness data at -15 µm (P1-P3) and -56 µm (P1-P5) with precision 
values of 37 µm (P1-P3) and 105 µm (P1-P5) for Itero D. Ender et al. 
[42] also tested the precision on digital quadrant scans. They scanned 
a master cast, third quadrant from molar to canine: a measurement 
comparable to P1-P2 in the current study. The mean percentage 
values of 26.1 µm for Trios color (second generation) with a SD of 
3.8 µm, the same measurement for Itero (pre-2015) mean 49.0 µm 
SD 12.4 µm and mean values for Omnicam at 37.4 µm SD 8.1 µm. 
These could be compared to P1-P2 trueness for Itero D -11 µm and 
precision of 25 µm, trueness for Trios D 40 µm with precision of 
12 µm and trueness of Omnicam D 25 µm with a precision of 6 µm. 
Giménez et al.[40] studied the Itero scanner (pre-2015 version) using 
a comparable master cast with cylinders as geometrical landmarks. 
They also used tactile CMM equipment to assess true values. Several 
factors were evaluated, one of them being comparable to the Itero 
E cross-arch data from the current study. They found that error 
increased with the increase in stitching, starting from -14.3 µm (mean 
deviation) with an SD of 25.6 µm to -32 µm (mean deviation) with 
an SD of 216.1 µm in the last quadrant scanned. The trueness data 
for similar measurements being P1-P2 and P1-P5 for Itero E ranged 
from 30 µm and -81 µm, with precision values of 17 µm (P1-P2) to 
85 µm (P1-P5). The clear effect of the stitching processes producing 
errors proportional to the scan distance, as noted in this study, has 
also been documented in other studies [42, 134-136]. Even though 
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there are limitations for the comparison to other studies with regard 
to measuring methods, IOS versions and the shape, size, material of 
the validation casts, it is clear that full-arch scans pose a challenge 
to the IOS devices in regards of trueness but even more with regard 
to precision. The findings suggest that the trueness and precision of 
inter-cylindrical distances on the dentated cast for all IOS devices 
were <50 µm (except Emerald D P4-P5, -56 µm) with precision data 
≤35 µm (except Emerald D, P3-P4, 54 µm). This suggests that the 
IOS devices are accurate for shorter arch acquisitions ranging from 
approximately 16 to 22 mm in length. When studying the cross-
arch measurements it is clear that the results are not as favorable 
for the dentated validation cast. The trueness for all IOS devices 
was ≤129 µm (except Trios D, P1-P5, 150 µm) and precision of 
≤105 µm (except Emerald D, P1-P5, 311 µm) suggesting that the 
cross-arch measurement is less reliable than the inter-cylindrical for 
the dentated casts. For the inter-cylindrical data on the edentulous 
validation cast, the IOS devices presented trueness values of ≤94 µm 
(except CS 3600, P1-P2, -103 µm) and precision of ≤97 µm. This 
indicates that the inter-cylindrical measurement on the dentated cast 
has almost twice the level of trueness and three times the level of 
precision when compared to the inter-cylindrical measurement on the 
edentulous cast. The trueness values for the cross-arch measurements 
on the edentulous cast presented values of ≤193 µm and precision of 
≤299 µm (except Emerald E, P1-P5, 441 µm). In order to validate if 
these numbers are relevant or not for dentistry, there needs to be a 
threshold value for different dental applications. It has been suggested 
that an accuracy level of <150[137] um is favourable for fixed tooth 
supported prosthodontics. Ahrberg et al.[138] studied the digital 
workflow for all ceramic restorations for single units and three-unit 
bridges in vivo, with the conclusion that it was more accurate than 
the conventional workflow. Their findings could be supported by 
the data found in the current study suggesting that the IOS devices 
are accurate for shorter arches. If the findings from the current study 
also were to use 100 µm ± 20 µm as a threshold, only short arch 
scans would be suitable for scanning the oral environment for further 
processing. Figure 51 Illustrates a similar comparison as for Studies II 
and III, where total mean trueness and precision has been calculated 
and compared to the theoretical threshold values. Studying Figure 51 
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it is clear that there are noteworthy differences between different IOS 
devices for the acquisition of edentulous, dentated and cross-arch, 
inter-cylindrical measurements. 

The oral situation is affected by several factors that could not be 
included in the fourth study design, thus one can only speculate that 
saliva, light conditions, soft and hard tissue reflections, humidity, 
intermittent acquisition and movements from the soft tissue 
and tongue would affect the outcome of a similar study in vivo. 
Furthermore, an edentulous condition without implants would not 
consist of five cylinders aiding in the acquisition process. Therefore, 
further in vivo studies with a similar approach are needed.

Figure 51. The calculated total mean values for measurements in Study IV. 
Dotted circle = precision and filled circle = trueness. Illustration does not 
demonstrate if the results are bigger or smaller.
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CONCLUSIONS

The horizontal machining tolerances for prefabricated cylindric gold 
abutments on external implants with hexagonal connections showed 
the smallest machining tolerances, which were less than 50 µm. 
Prefabricated gold abutments on internal-hexagon implants showed 
tolerances <90 µm. In contrast, prefabricated plastic cylinders 
showed errors of <100 µm for external-hex implants and <130 µm 
for internal-hex implants.

The production accuracy for all four tested additive systems for 
producing polymeric objects were on average <20 µm for both 
precision and trueness. 

The production accuracy for all five tested additive systems for 
producing metallic objects ranged from >500 µm to <30 µm in 
trueness with precision values <100 µm. The subtractive system 
showed trueness values <25 µm with a precision around 20 µm. 

For the cross-arch measurements on the edentulous scans, the 
trueness values ranged from 6 µm (Emerald P1-P2) to 193 µm 
(Omnicam P1-P5) and for the inter-cylindrical measurements, the 
results ranged from 2 µm (Itero P4-P5) to -103 µm (CS 3600 P1-P2). 
For the dentated cast, the cross-arch trueness values ranged from 
6 µm (CS3600 P1-P2) to 150 µm (Trios 3 P1-P5) and for the inter-
cylindrical measurements, the results ranged from 4 µm (Itero P4-P5) 
to -56 µm (Emerald P4-P5).
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Objectives. To determine the production tolerance of four commercially available additive

manufacturing systems.

Methods. By reverse engineering annex A and B from the ISO 12836;2012, two geometrical

figures relevant to dentistry was obtained. Object A specifies the measurement of an inlay-

shaped object and B a multi-unit specimen to simulate a four-unit bridge model. The objects

were divided into x, y and z measurements, object A was divided into a total of 16 parameters

and object B was tested for 12 parameters. The objects were designed digitally and man-

ufactured by professionals in four different additive manufacturing systems; each system

produced 10 samples of each objects.

Results. For object A, three manufacturers presented an accuracy of <100 �m and one sys-

tem showed an accuracy of <20 �m. For object B, all systems presented an accuracy of

<100 �m, and most parameters were <40 �m. The standard deviation for most parameters

were <40 �m.

Significance. The growing interest and use of intra-oral digitizing systems stresses the use of

computer aided manufacturing of working models. The additive manufacturing techniques

has the potential to help us in the digital workflow. Thus, it is important to have knowledge

about production accuracy and tolerances. This study presents a method to test additive

manufacturing units for accuracy and repeatability.

© 2016 The Academy of Dental Materials. Published by Elsevier Ltd. All rights reserved.

1. Introduction

The application of computer aided design (CAD) and com-
puter aided manufacturing (CAM) in dentistry has evolved
over the last two decades. Today, what was originally inspired
by the industry has changed the treatment modalities in many
clinical situations. The methodology for dental applications
starts from the dental technicians scanning conventional
plaster models to obtain virtual models or, more recently,
the clinicians digitizing the oral cavity with an intra-oral

∗ Corresponding author. Tel.: +46 737088584; fax: +46 40 665 8521.
E-mail addresses: Michael.Braian@mah.se (M. Braian), Ryo.Jimbo@mah.se (R. Jimbo), Ann.Wennerberg@mah.se (A. Wennerberg).

scanner. By using computer software, the technicians have
the capability to virtually design crowns and bridges on
the virtual models. In this way, it has been suggested that
the human errors that could occur during the laboratory
procedures can be reduced, therefore leading to a passive
fitness of the prosthetic construction [1]. Until recently, the
majority of these prosthodontic constructions have been man-
ufactured using subtractive computer numerically controlled
(CNC) techniques, better known as milling techniques possible
for a wide variety of materials.

http://dx.doi.org/10.1016/j.dental.2016.03.020
0109-5641/© 2016 The Academy of Dental Materials. Published by Elsevier Ltd. All rights reserved.
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Fig. 1 – Figure illustrates object A (inlay shaped), the CAD illustration describes the dimensions designed in the computer,
the x, y and z illustrations shows the abbreviation measurements.

that were conducted consisted of linear parameters, angles
and corner radius. Object A was divided in a total of 16 param-
eters (Fig. 1) and object B was tested for 12 parameters (Fig. 2).
Each manufacturing unit produced 10 objects from each
group; all parameters were measured five times for a total of
5600 measurements. All the objects were measured within 7
days from arrival. All the measurements were conducted by
one investigator.

2.4. Measurements parameters

The z-axis describes the height of the objects, this vertical
dimension was perpendicular to the layering orientation and
consisted of 5 linear measurements for object A and 4 for
object B. The x and y-axis describe the horizontal dimensions
and consists of 3 linear x-axis dimensions for object A and 2 for
object B. Both object A and B consisted of three y-axis dimen-
sions. To orientate object A, the four cubic forms were named
a–d, the placement of a was orientated in the top left corner in
relation to the horizontal print lines (surface lines see Fig. 1)
on each object. Object B was divided in a left and right side,
the tip of the triangle shaped geometry in the middle of the
object points on the right side (Fig. 2). All linear parameters

were measured using tactile measurement equipment (digi-
tal micrometer C.E Johansson Jomic IP67, Eskilstuna, Sweden,
and digital caliper Sylvac S Cal Pro IP67, Crissier, Switzerland).
All the measurements were conducted in a stable temperature
environment 20 ± 1 ◦C.

2.5. Angle parameters/corner radius

A total of four angle parameters were measured for object A
and two for object B. These measurements were conducted
using a digital microscope (Dino-Lite Premier2 HR, polar-
isator, AM5018MT, Hsinchu, Taiwan) and computer software
(DinoCapture 2.0 Version 1.5.5). The same method was con-
ducted to measure corner radius.

2.6. Measurement equipment validation and test
conditions

Validation of the micrometer and the caliper were conducted
using measurement gauge blocks (Passbitsats Limit, Sweden,
DIN 861/2, DIN 861/1). The micrometer equipment was val-
idated with gauge blocks for 2, 5, 7 mm and the caliper for
20, 30 and 40 mm. These tests were conducted in a stable
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Subtractive manufacturing is a process in which a piece of
material is cut into its final geometry by removing the unnec-
essary bulk material [2]. From an ecological viewpoint, it can
be suggested that the method is rather wasteful since more
material is removed than used in the final product. Moreover,
the subtractive technique also has a limitation in the amount
of objects it can produce per milling procedure, the inability
to manufacture complex geometries and the fact that these
machines use drills and burrs that wear.

An alternative way of manufacturing the CAD-based con-
struction is the so-called additive manufacturing process
[3]. The basic concept of all additive production methods
is to apply sequentially thin layers of material (layering),
which are then solidified through computer control layers.
A plethora of additive manufacturing (AM) methods is avail-
able on the market, which in a collective term can be called
rapid prototyping/manufacturing (RP/RM) [4]. In contrast to
the subtractive manufacturing, it can be suggested that the
AM methods generate less material waste since unneces-
sary structures will not be created unless so designed. There
is no use of drills and burrs that wear, and the systems
have a superior capability to produce complex geometries,
which makes the production technique a suitable solution
for the dental field. For instance, additive manufacturing pro-
cess has the possibility to be utilized for model production,
fixed/removable prosthodontics, diagnostic and treatment
planning for oral and maxillofacial surgery, as well as for
orthodontics [5,6]. With regards to the production of polymeric
products, there exist mainly two AM systems that are actively
utilized in dentistry, namely stereolithography (SLA), and the
selective laser melting/sintering (SLM/SLS).

Stereolithography is a method, which involves a computer
aided design (CAD) model communicating through a Standard
Tesselation Language (STL) file extension with a manufactur-
ing machine (CAM) that produces the intended object [7]. The
SLA method could be utilized with the platform covered by
liquid resin that is cured according to computer-controlled
layers with UV light or laser while the platform is moving in
the z-direction (vertically). The SLA in dentistry is used during
the prosthodontic laboratory procedure replacing wax mod-
els with lost wax investment casting capable photopolymers.
Moreover, the method is used for manufacturing intra-oral
provisional restorations, laboratory models replacing dental
stone models, and for diagnostic models (made from com-
puter tomography) in the fields of orthodontics and oral and
maxillofacial surgery.

Selective laser melting (SLM) is a fabrication method that
communicates with the CAD using the same file system STL.
The method uses a powder as layering material that is sin-
tered/melted with a laser according to computer-controlled
layers onto a platform [8].

There exist numerous studies with regards to the accuracy
and precision of the SLA systems, mostly focusing on biomod-
els for treatment planning and diagnostics in the fields of oral
and maxillofacial surgery and orthodontics [6,9–12]. The draw-
back of these different studies is that the methods and objects
to determine the accuracy and precision of SLA products are
unique for each study, which makes it difficult to compare and
to reproduce data. Lamentably, at present there is no industry
standard for assessing the accuracy and precision of objects

made from additive CAD/CAM systems in dentistry. It must be
noted here that in 2012, an ISO standard for assessing accu-
racy of digitizing devises was published, however, this ISO
(12836;2012) is mainly focused on testing intra-oral and lab-
oratory digital scanners. Therefore, it is of utmost importance
to obtain information with regards to the production tolerance
(accuracy and precision) of the products generated from differ-
ent AM systems, which could provide information necessary
for a universal calibration of them.

Thus, the aim of this current study was to determine
the production tolerance of four commercially available AM
systems by reverse engineering annex A and B from the
ISO 12836;2012.

2. Materials and methods

2.1. ISO reference

The ISO 12836 “Dentistry – Digitizing devices for CAD/CAM
systems for indirect dental restorations – Test methods for
assessing accuracy”. The ISO describes three geometrical fig-
ures, described as Annex A, B and C the present study has
utilized Annex A and B as reference, the former specifying the
measurement of an inlay-shaped object and the latter a multi-
unit specimen to simulate a four-unit bridge model. Annex A
and from the ISO was the reference for the design of object
A and B in the present study (Figs. 1 and 2). The CAD was
designed as solids using 3D modeling software (Solidworks
educational edition 2013) with an edge radius of 0.01 mm. Both
CAD models were exported as standard tessellation language
files (STL) and delivered together with production information
to the manufacturers.

2.2. CAM

A total of four additive manufacturing units were tested EOS
(Formiga P110) 3D Systems (Projet MP 3510), Stratasys (Objet
30) and Stratasys (Objet Eden) (Table 1). Authorized personnel
from each company manufactured all objects. All producers
manufactured 10 sets for object A and 10 sets for object B on
separate build plates. The geometries of both object A and B
have no undercuts, thus there was no need for support struc-
tures, allowing the objects to be manufactured directly onto
the build plate. The person responsible for each production
unit decided material and software settings to achieve accu-
rate samples. All manufacturers had seen the protocol ahead
of initiating the present study. It was clear that all objects
would be tested for geometrical accuracy. The manufactur-
ers decided the best parameters for their specific machine,
price was not an evaluated parameter (Table 1). The material
of choice was then specified together with information about
the print resolution, specification of the production unit, soft-
ware, and the manufacturing time (Table 1). The test samples
went through the same process as for clinical dental products,
regarding both production and shipment.

2.3. Measurements

The measurements for the inlay shaped geometry of object A
was divided in x, y and z-axis. The geometrical measurements
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Fig. 1 – Figure illustrates object A (inlay shaped), the CAD illustration describes the dimensions designed in the computer,
the x, y and z illustrations shows the abbreviation measurements.

that were conducted consisted of linear parameters, angles
and corner radius. Object A was divided in a total of 16 param-
eters (Fig. 1) and object B was tested for 12 parameters (Fig. 2).
Each manufacturing unit produced 10 objects from each
group; all parameters were measured five times for a total of
5600 measurements. All the objects were measured within 7
days from arrival. All the measurements were conducted by
one investigator.

2.4. Measurements parameters

The z-axis describes the height of the objects, this vertical
dimension was perpendicular to the layering orientation and
consisted of 5 linear measurements for object A and 4 for
object B. The x and y-axis describe the horizontal dimensions
and consists of 3 linear x-axis dimensions for object A and 2 for
object B. Both object A and B consisted of three y-axis dimen-
sions. To orientate object A, the four cubic forms were named
a–d, the placement of a was orientated in the top left corner in
relation to the horizontal print lines (surface lines see Fig. 1)
on each object. Object B was divided in a left and right side,
the tip of the triangle shaped geometry in the middle of the
object points on the right side (Fig. 2). All linear parameters

were measured using tactile measurement equipment (digi-
tal micrometer C.E Johansson Jomic IP67, Eskilstuna, Sweden,
and digital caliper Sylvac S Cal Pro IP67, Crissier, Switzerland).
All the measurements were conducted in a stable temperature
environment 20 ± 1 ◦C.

2.5. Angle parameters/corner radius

A total of four angle parameters were measured for object A
and two for object B. These measurements were conducted
using a digital microscope (Dino-Lite Premier2 HR, polar-
isator, AM5018MT, Hsinchu, Taiwan) and computer software
(DinoCapture 2.0 Version 1.5.5). The same method was con-
ducted to measure corner radius.

2.6. Measurement equipment validation and test
conditions

Validation of the micrometer and the caliper were conducted
using measurement gauge blocks (Passbitsats Limit, Sweden,
DIN 861/2, DIN 861/1). The micrometer equipment was val-
idated with gauge blocks for 2, 5, 7 mm and the caliper for
20, 30 and 40 mm. These tests were conducted in a stable
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Subtractive manufacturing is a process in which a piece of
material is cut into its final geometry by removing the unnec-
essary bulk material [2]. From an ecological viewpoint, it can
be suggested that the method is rather wasteful since more
material is removed than used in the final product. Moreover,
the subtractive technique also has a limitation in the amount
of objects it can produce per milling procedure, the inability
to manufacture complex geometries and the fact that these
machines use drills and burrs that wear.

An alternative way of manufacturing the CAD-based con-
struction is the so-called additive manufacturing process
[3]. The basic concept of all additive production methods
is to apply sequentially thin layers of material (layering),
which are then solidified through computer control layers.
A plethora of additive manufacturing (AM) methods is avail-
able on the market, which in a collective term can be called
rapid prototyping/manufacturing (RP/RM) [4]. In contrast to
the subtractive manufacturing, it can be suggested that the
AM methods generate less material waste since unneces-
sary structures will not be created unless so designed. There
is no use of drills and burrs that wear, and the systems
have a superior capability to produce complex geometries,
which makes the production technique a suitable solution
for the dental field. For instance, additive manufacturing pro-
cess has the possibility to be utilized for model production,
fixed/removable prosthodontics, diagnostic and treatment
planning for oral and maxillofacial surgery, as well as for
orthodontics [5,6]. With regards to the production of polymeric
products, there exist mainly two AM systems that are actively
utilized in dentistry, namely stereolithography (SLA), and the
selective laser melting/sintering (SLM/SLS).

Stereolithography is a method, which involves a computer
aided design (CAD) model communicating through a Standard
Tesselation Language (STL) file extension with a manufactur-
ing machine (CAM) that produces the intended object [7]. The
SLA method could be utilized with the platform covered by
liquid resin that is cured according to computer-controlled
layers with UV light or laser while the platform is moving in
the z-direction (vertically). The SLA in dentistry is used during
the prosthodontic laboratory procedure replacing wax mod-
els with lost wax investment casting capable photopolymers.
Moreover, the method is used for manufacturing intra-oral
provisional restorations, laboratory models replacing dental
stone models, and for diagnostic models (made from com-
puter tomography) in the fields of orthodontics and oral and
maxillofacial surgery.

Selective laser melting (SLM) is a fabrication method that
communicates with the CAD using the same file system STL.
The method uses a powder as layering material that is sin-
tered/melted with a laser according to computer-controlled
layers onto a platform [8].

There exist numerous studies with regards to the accuracy
and precision of the SLA systems, mostly focusing on biomod-
els for treatment planning and diagnostics in the fields of oral
and maxillofacial surgery and orthodontics [6,9–12]. The draw-
back of these different studies is that the methods and objects
to determine the accuracy and precision of SLA products are
unique for each study, which makes it difficult to compare and
to reproduce data. Lamentably, at present there is no industry
standard for assessing the accuracy and precision of objects

made from additive CAD/CAM systems in dentistry. It must be
noted here that in 2012, an ISO standard for assessing accu-
racy of digitizing devises was published, however, this ISO
(12836;2012) is mainly focused on testing intra-oral and lab-
oratory digital scanners. Therefore, it is of utmost importance
to obtain information with regards to the production tolerance
(accuracy and precision) of the products generated from differ-
ent AM systems, which could provide information necessary
for a universal calibration of them.

Thus, the aim of this current study was to determine
the production tolerance of four commercially available AM
systems by reverse engineering annex A and B from the
ISO 12836;2012.

2. Materials and methods

2.1. ISO reference

The ISO 12836 “Dentistry – Digitizing devices for CAD/CAM
systems for indirect dental restorations – Test methods for
assessing accuracy”. The ISO describes three geometrical fig-
ures, described as Annex A, B and C the present study has
utilized Annex A and B as reference, the former specifying the
measurement of an inlay-shaped object and the latter a multi-
unit specimen to simulate a four-unit bridge model. Annex A
and from the ISO was the reference for the design of object
A and B in the present study (Figs. 1 and 2). The CAD was
designed as solids using 3D modeling software (Solidworks
educational edition 2013) with an edge radius of 0.01 mm. Both
CAD models were exported as standard tessellation language
files (STL) and delivered together with production information
to the manufacturers.

2.2. CAM

A total of four additive manufacturing units were tested EOS
(Formiga P110) 3D Systems (Projet MP 3510), Stratasys (Objet
30) and Stratasys (Objet Eden) (Table 1). Authorized personnel
from each company manufactured all objects. All producers
manufactured 10 sets for object A and 10 sets for object B on
separate build plates. The geometries of both object A and B
have no undercuts, thus there was no need for support struc-
tures, allowing the objects to be manufactured directly onto
the build plate. The person responsible for each production
unit decided material and software settings to achieve accu-
rate samples. All manufacturers had seen the protocol ahead
of initiating the present study. It was clear that all objects
would be tested for geometrical accuracy. The manufactur-
ers decided the best parameters for their specific machine,
price was not an evaluated parameter (Table 1). The material
of choice was then specified together with information about
the print resolution, specification of the production unit, soft-
ware, and the manufacturing time (Table 1). The test samples
went through the same process as for clinical dental products,
regarding both production and shipment.

2.3. Measurements

The measurements for the inlay shaped geometry of object A
was divided in x, y and z-axis. The geometrical measurements
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Table 1 – Information about the four additive manufacturing units.

Manufacturer EOS 3D Systems Stratasys Stratasys

Material PA 2105 VISIJET
PEARLSTONE

VeroWhite VeroWhite

Layer thickness/printing resolution 60 �m HIGH
DEFINITION
PLASTER
(HDP)
x-axis 375 dpi,
y-axis 375 dpi,
z-axis 790 dpi

28 �m
x-axis 600 dpi,
y-axis 600 dpi,
z-axis 900 dpi

16 �m
x-axis 600 dpi,
y-axis
600 dpi, z-axis
1600 dpi

Machine/model FORMIGA
P110

3D SYSTEMS
PROJET MP
3510

Objet 30 Objet Eden
260 V

Production year 2013 2013 2013 2013
Firmware PSW 3.6.62 CONTROL

VERSION
5.2.3540

V30.2.1.10908 V 27.0.1.16

Software/data preparation Magics/Materialize
17.02.00,
RPTools/EOS
06.01.08

PRINT3D
5.2.3540

Objet Studio
9.1.1.0

Objet Studio
9.2.8.10

Build time (Part A – 10 parts) 3 h 2 h 8 min 1 h 10 min 34 min
Build time (Part B – 10 parts) 6 h 30 min 6 h 3 min 3 h 40 min 1 h 43 min
Effective build volumex, y, z in mm 200 × 250 × 330 298 × 185 × 203 300 × 200 × 150 255 × 252 × 200
Production technique Selective

Laser
Sintering

Multi jet
printing

Polyjet Polyjet

for Eden at 49 �m and lowest for Projet at 3 �m. SD for object
B was highest for Eden at 24 �m and least for Objet at 6 �m.

3.4. Angle measurements and edge radius

The angle measurements for object A showed the least accu-
racy for Objet at 1.5◦ and the highest accuracy for Eden at
−0.23◦. Eden had the least accuracy for object B at −0.4◦ and
EOS the highest at 0.06◦. SD for object A was highest for Objet at
0.69◦ and lowest for EOS at 0.4◦. For the edge radius measure-
ment, Projet had the highest closeness to the CAD dimensions
with a mean value of 96 �m for object A and 98 �m for object
B.

3.5. Projet 3510 MP

For object A, the Projet machine displayed an overall accuracy
of approximately 10 �m for all parameters besides y, which
was off by 61 �m. In the same axis, Projet had a standard devi-
ation of <26 �m, for z < 5 �m and for x < 18 �m. The machine
displayed similar results for the production of object B with
an overall accuracy of <30 �m and the y parameter was off by
−182 �m. The SD in the y parameter was 51 �m, for z < 19 �m,
and x < 24 �m (Fig. 3 and Table 2). The Projet device also showed
an accuracy of approximately −0.5◦ with an SD of <0.6◦ for
object A and less then −0.9◦ with an SD of <0.45◦ for object B
(Table 2).

3.6. EOS Formiga P110

For object A the EOS machine presented an accuracy of 40 �m
in the z parameters, <106 �m for the x parameters and <200 �m
in the y parameters. The SD in the same parameters was

<21 �m for z, <61 �m for x and <68 �m for the y parameters. The
production of object B presented an accuracy of <103 �m for
the z parameters, <84 �m for x and >−21 �m for y. The SD in the
same parameters was <22 �m for z, <23 �m for x and <38 �m
y (Fig. 3 and Table 2). The EOS machine presented an angle
accuracy <1.2◦ with an SD of <0.66◦ for object A and <0.28◦ for
object B with an SD of <0.21◦ (Table 2).

3.7. Stratasys Objet 30

The accuracy in the z parameters for object A was <43 �m,
<−84 �m for x and <−38 �m for y. The SD for z was <18 �m,
<34 �m for x and <30 �m for y. The measurements for object
B resulted in a z-axis accuracy of <35 �m, <54 �m for x, and
<41 �m for y. The SD results for object B was <10 �m in z,
<11 �m in x and <28 �m in y (Fig. 3 and Table 2). The Objet
30 machine presented an angle accuracy of <1.5◦ with a SD of
<0.69◦ for object A and >−0.21◦ in accuracy for object B with a
SD of <0.25 (Table 2).

3.8. Stratasys Objet Eden

The z-axis parameters for object A presented an accuracy of
>−28 �m, >−32 �m for x and <92 �m for y. The SD for the z-axis
parameters was <49 �m, <20 �m for x and <26 �m for y. The
accuracy measurements for object B in the z-axis was <85 �m,
<15 �m for x and <66 �m for y. The SD for the z-axis parameters
was <24 �m, <6 �m for x and <50 �m for y (Fig. 3 and Table 2).
The Objet Eden machine presented an angle accuracy of <0.95◦

with an SD of <0.68◦ for object A and >−0.41◦ in accuracy with
an SD of <0.44◦ for object B (Table 2).
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Fig. 2 – Illustration of object B (four unit bridge model) CAD describes the dimensions designed in the computer, the x,
y and z axis illustrates the abbreviation measurements.

temperature environment 20 ± 1 ◦C, the gauges were stabi-
lized in a silicone form to avoid body heat transferred to
the test objects. Each block was measured 50 times. Results
for caliper validation for 20 mm blocks mean 20.001 ± 0.002,
for 30 mm blocks mean 29.998 ± 0.001 and for 40 mm blocks
mean 30.998 ± 0.002. Validation of the micrometer instru-
ment showed mean 2.001 ± 0.001 for the 2 mm block, mean
5.003 ± 0.0005 for 5 mm block and mean 7.006 ± 0.001 for the
7 mm block

3. Results

The results of all measurements for mean, standard deviation
and a comparison between CAD and mean values can bee seen
in Table 2.

3.1. x-axis

In the x-axis, EOS showed least accuracy when compared to
the CAD dimension at −106 �m for object A and 84 �m for
object B. Eden showed highest accuracy at 0 �m for object A

and 12 �m for object B. The standard deviation (SD) for object
A was highest for EOS at 61 �m and lowest for Projet at 11 �m.
SD for object B was highest for Projet at 24 �m and least for
Eden at 5 �m.

3.2. y-axis

In the y-axis, EOS showed least accuracy when compared to
the CAD dimension at −201 �m for object A and Projet at
−182 �m for object B. Projet showed highest accuracy at −7 �m
for object A and EOS at −3 �m for object B. SD for object A was
highest for EOS at 68 �m and lowest for Objet at 5 �m. SD for
Object B was highest for Projet at 51 �m and least for Objet at
8 �m.

3.3. z-axis

In the z-axis, Objet showed least accuracy when compared to
the CAD dimension at 43 �m for object A and EOS at 103 �m
for Object B. Eden showed highest accuracy at 1 �m for object
A and Objet at 2 �m for object B. SD for object A was highest
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Table 1 – Information about the four additive manufacturing units.

Manufacturer EOS 3D Systems Stratasys Stratasys

Material PA 2105 VISIJET
PEARLSTONE

VeroWhite VeroWhite

Layer thickness/printing resolution 60 �m HIGH
DEFINITION
PLASTER
(HDP)
x-axis 375 dpi,
y-axis 375 dpi,
z-axis 790 dpi

28 �m
x-axis 600 dpi,
y-axis 600 dpi,
z-axis 900 dpi
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x-axis 600 dpi,
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600 dpi, z-axis
1600 dpi
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260 V

Production year 2013 2013 2013 2013
Firmware PSW 3.6.62 CONTROL

VERSION
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Software/data preparation Magics/Materialize
17.02.00,
RPTools/EOS
06.01.08

PRINT3D
5.2.3540

Objet Studio
9.1.1.0

Objet Studio
9.2.8.10

Build time (Part A – 10 parts) 3 h 2 h 8 min 1 h 10 min 34 min
Build time (Part B – 10 parts) 6 h 30 min 6 h 3 min 3 h 40 min 1 h 43 min
Effective build volumex, y, z in mm 200 × 250 × 330 298 × 185 × 203 300 × 200 × 150 255 × 252 × 200
Production technique Selective
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Sintering

Multi jet
printing

Polyjet Polyjet

for Eden at 49 �m and lowest for Projet at 3 �m. SD for object
B was highest for Eden at 24 �m and least for Objet at 6 �m.

3.4. Angle measurements and edge radius

The angle measurements for object A showed the least accu-
racy for Objet at 1.5◦ and the highest accuracy for Eden at
−0.23◦. Eden had the least accuracy for object B at −0.4◦ and
EOS the highest at 0.06◦. SD for object A was highest for Objet at
0.69◦ and lowest for EOS at 0.4◦. For the edge radius measure-
ment, Projet had the highest closeness to the CAD dimensions
with a mean value of 96 �m for object A and 98 �m for object
B.

3.5. Projet 3510 MP

For object A, the Projet machine displayed an overall accuracy
of approximately 10 �m for all parameters besides y, which
was off by 61 �m. In the same axis, Projet had a standard devi-
ation of <26 �m, for z < 5 �m and for x < 18 �m. The machine
displayed similar results for the production of object B with
an overall accuracy of <30 �m and the y parameter was off by
−182 �m. The SD in the y parameter was 51 �m, for z < 19 �m,
and x < 24 �m (Fig. 3 and Table 2). The Projet device also showed
an accuracy of approximately −0.5◦ with an SD of <0.6◦ for
object A and less then −0.9◦ with an SD of <0.45◦ for object B
(Table 2).

3.6. EOS Formiga P110

For object A the EOS machine presented an accuracy of 40 �m
in the z parameters, <106 �m for the x parameters and <200 �m
in the y parameters. The SD in the same parameters was

<21 �m for z, <61 �m for x and <68 �m for the y parameters. The
production of object B presented an accuracy of <103 �m for
the z parameters, <84 �m for x and >−21 �m for y. The SD in the
same parameters was <22 �m for z, <23 �m for x and <38 �m
y (Fig. 3 and Table 2). The EOS machine presented an angle
accuracy <1.2◦ with an SD of <0.66◦ for object A and <0.28◦ for
object B with an SD of <0.21◦ (Table 2).

3.7. Stratasys Objet 30

The accuracy in the z parameters for object A was <43 �m,
<−84 �m for x and <−38 �m for y. The SD for z was <18 �m,
<34 �m for x and <30 �m for y. The measurements for object
B resulted in a z-axis accuracy of <35 �m, <54 �m for x, and
<41 �m for y. The SD results for object B was <10 �m in z,
<11 �m in x and <28 �m in y (Fig. 3 and Table 2). The Objet
30 machine presented an angle accuracy of <1.5◦ with a SD of
<0.69◦ for object A and >−0.21◦ in accuracy for object B with a
SD of <0.25 (Table 2).

3.8. Stratasys Objet Eden

The z-axis parameters for object A presented an accuracy of
>−28 �m, >−32 �m for x and <92 �m for y. The SD for the z-axis
parameters was <49 �m, <20 �m for x and <26 �m for y. The
accuracy measurements for object B in the z-axis was <85 �m,
<15 �m for x and <66 �m for y. The SD for the z-axis parameters
was <24 �m, <6 �m for x and <50 �m for y (Fig. 3 and Table 2).
The Objet Eden machine presented an angle accuracy of <0.95◦

with an SD of <0.68◦ for object A and >−0.41◦ in accuracy with
an SD of <0.44◦ for object B (Table 2).
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Fig. 2 – Illustration of object B (four unit bridge model) CAD describes the dimensions designed in the computer, the x,
y and z axis illustrates the abbreviation measurements.

temperature environment 20 ± 1 ◦C, the gauges were stabi-
lized in a silicone form to avoid body heat transferred to
the test objects. Each block was measured 50 times. Results
for caliper validation for 20 mm blocks mean 20.001 ± 0.002,
for 30 mm blocks mean 29.998 ± 0.001 and for 40 mm blocks
mean 30.998 ± 0.002. Validation of the micrometer instru-
ment showed mean 2.001 ± 0.001 for the 2 mm block, mean
5.003 ± 0.0005 for 5 mm block and mean 7.006 ± 0.001 for the
7 mm block

3. Results

The results of all measurements for mean, standard deviation
and a comparison between CAD and mean values can bee seen
in Table 2.

3.1. x-axis

In the x-axis, EOS showed least accuracy when compared to
the CAD dimension at −106 �m for object A and 84 �m for
object B. Eden showed highest accuracy at 0 �m for object A

and 12 �m for object B. The standard deviation (SD) for object
A was highest for EOS at 61 �m and lowest for Projet at 11 �m.
SD for object B was highest for Projet at 24 �m and least for
Eden at 5 �m.

3.2. y-axis

In the y-axis, EOS showed least accuracy when compared to
the CAD dimension at −201 �m for object A and Projet at
−182 �m for object B. Projet showed highest accuracy at −7 �m
for object A and EOS at −3 �m for object B. SD for object A was
highest for EOS at 68 �m and lowest for Objet at 5 �m. SD for
Object B was highest for Projet at 51 �m and least for Objet at
8 �m.

3.3. z-axis

In the z-axis, Objet showed least accuracy when compared to
the CAD dimension at 43 �m for object A and EOS at 103 �m
for Object B. Eden showed highest accuracy at 1 �m for object
A and Objet at 2 �m for object B. SD for object A was highest
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Fig. 3 – Bulls eye chart showing the mean values of the measurements for each parameter for all four machines, for booth
object A and B. The closer the results are to the center, the closer resemblance they have to the original CAD dimensions.
This is an illustration of the machines accuracy. It is important to notice that the illustration does not demonstrate if the
results are bigger or smaller than zero, and that results past the 100 �m line could be more than 100 �m.

4. Discussion

If focusing on the x y and z parameters (for object A), the results
would have shown an accuracy of 0 �m (x), 92 �m (y) and 1 �m
(z) for Objet Eden, 60 �m (x), 24 �m (y) and 33 �m (z) for Objet
30, −71 �m (x), 21 �m (y) and 30 �m (z) for the EOS machine
and −1 �m (x), −61 �m(y) and 8 �m (z) for the Projet machine.
One could emphasize that it would be satisfactory only to use
these three parameters in the shape of a cube to determine the
production tolerances. However, it must be emphasized that
the primary reason for selecting complex geometries in the
current study was that the geometries that need to be man-
ufactured in dentistry are unique thus using a cube was not
clinically relevant. The “inlay shaped” object, referred as object
A was divided into four “cubes”. Therefore, for an object to
be acceptable, it is of great importance that these four cubes
present comparable tolerance levels in all three axes (Fig. 3
and Table 2 parameter za, zb, zc and zd). For instance if the
height of one of the four cubes in each object would show a
difference of 100 �m, the produced inlay can be considered to
have a non-passive fit. This is also the reason for conducting
angle measurements from different directions.

It is of great importance to make a distinction between res-
olution, accuracy and repeatability. Resolution refers to the
fineness of the production technology or the smallest fea-
ture the system can produce. A system with high resolution
might be capable of producing objects with small details how-
ever, this does not imply that these details are accurately
manufactured. The Objet Eden machine presents the high-
est resolution specifications (Table 1) with a layer thickness
(z-axis) of 16 �m, DPI specifications of 600 and 1600 (z, x, y-

axis). These numbers should not be regarded or interpreted
as the ability of the machine to produce accurate samples,
however this might imply that the systems has the ability
to manufacture objects with high resolution. ISO describes
accuracy as the closeness of agreement between a measured
quantity value and a true quantity value of a measured object
(ISO/IEC GUIDE 99:2007(E/F). A system with high accuracy has
the capability to produce an object that is closely compara-
ble to the CAD file. However, it can be said that if the same
production unit lacks high resolution, the production of fine
details and surface finish will not be possible. Reproducibility
can be described as the systems ability to produce consis-
tent output time after time. It must be noted that a system
with high accuracy and high resolution does not automatically
have high reproducibility. There are several aspects to address
regarding reproducibility in additive manufacturing, all addi-
tive systems produce objects on some platform also referred
as a build envelope or build platform [4]. The manufacturing
systems capability to produce several consistent parts within
one build envelope (repeatability as tested in this study), or
the parts consistency in between several build envelopes are
of interest (reproducibility) [13].

Additive manufacturing technologies have the capability
to produce objects with various geometries and with various
materials suitable for dental applications. However, it must
be noted that the production tolerances would naturally be
different depending on different applications; therefore a uni-
versal calibration is essential before manufacturing. Hence,
the results of the current study provide information with
regards to the axis by axis tolerance errors for the operator
to calibrate and to compensate for the deviation, which could
result in a product with a higher resemblance to the original
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Fig. 3 – Bulls eye chart showing the mean values of the measurements for each parameter for all four machines, for booth
object A and B. The closer the results are to the center, the closer resemblance they have to the original CAD dimensions.
This is an illustration of the machines accuracy. It is important to notice that the illustration does not demonstrate if the
results are bigger or smaller than zero, and that results past the 100 �m line could be more than 100 �m.

4. Discussion

If focusing on the x y and z parameters (for object A), the results
would have shown an accuracy of 0 �m (x), 92 �m (y) and 1 �m
(z) for Objet Eden, 60 �m (x), 24 �m (y) and 33 �m (z) for Objet
30, −71 �m (x), 21 �m (y) and 30 �m (z) for the EOS machine
and −1 �m (x), −61 �m(y) and 8 �m (z) for the Projet machine.
One could emphasize that it would be satisfactory only to use
these three parameters in the shape of a cube to determine the
production tolerances. However, it must be emphasized that
the primary reason for selecting complex geometries in the
current study was that the geometries that need to be man-
ufactured in dentistry are unique thus using a cube was not
clinically relevant. The “inlay shaped” object, referred as object
A was divided into four “cubes”. Therefore, for an object to
be acceptable, it is of great importance that these four cubes
present comparable tolerance levels in all three axes (Fig. 3
and Table 2 parameter za, zb, zc and zd). For instance if the
height of one of the four cubes in each object would show a
difference of 100 �m, the produced inlay can be considered to
have a non-passive fit. This is also the reason for conducting
angle measurements from different directions.

It is of great importance to make a distinction between res-
olution, accuracy and repeatability. Resolution refers to the
fineness of the production technology or the smallest fea-
ture the system can produce. A system with high resolution
might be capable of producing objects with small details how-
ever, this does not imply that these details are accurately
manufactured. The Objet Eden machine presents the high-
est resolution specifications (Table 1) with a layer thickness
(z-axis) of 16 �m, DPI specifications of 600 and 1600 (z, x, y-

axis). These numbers should not be regarded or interpreted
as the ability of the machine to produce accurate samples,
however this might imply that the systems has the ability
to manufacture objects with high resolution. ISO describes
accuracy as the closeness of agreement between a measured
quantity value and a true quantity value of a measured object
(ISO/IEC GUIDE 99:2007(E/F). A system with high accuracy has
the capability to produce an object that is closely compara-
ble to the CAD file. However, it can be said that if the same
production unit lacks high resolution, the production of fine
details and surface finish will not be possible. Reproducibility
can be described as the systems ability to produce consis-
tent output time after time. It must be noted that a system
with high accuracy and high resolution does not automatically
have high reproducibility. There are several aspects to address
regarding reproducibility in additive manufacturing, all addi-
tive systems produce objects on some platform also referred
as a build envelope or build platform [4]. The manufacturing
systems capability to produce several consistent parts within
one build envelope (repeatability as tested in this study), or
the parts consistency in between several build envelopes are
of interest (reproducibility) [13].

Additive manufacturing technologies have the capability
to produce objects with various geometries and with various
materials suitable for dental applications. However, it must
be noted that the production tolerances would naturally be
different depending on different applications; therefore a uni-
versal calibration is essential before manufacturing. Hence,
the results of the current study provide information with
regards to the axis by axis tolerance errors for the operator
to calibrate and to compensate for the deviation, which could
result in a product with a higher resemblance to the original
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Fig. 4 – (a) 250× magnification of one edge from object B
manufactured by the Objet 30 machine. (b) The same
geometry manufactured by the Projet 3510MP. The CAD file
has a 90◦ angle in this area thus the edge radius in the CAD
file is 0.01 mm.

CAD file. For instance, if one manufacturing unit has produced
objects that are 1% larger than that of the CAD file in the y-axis,
this error could be compensated in the software to manufac-
turing the object 1% smaller only in the necessary axis.

One of the most important aspects of additive manu-
facturing is the degree of deviation within a single system
(repeatability) in relation to the specific geometry designed.
If one system is supposed to produce a cube that is 30 �m
in all directions, and the result is approximately 25 �m and
the standard deviation 10 �m then that system is probably not
accurate enough for producing an object of that size. On the
contrary, if the result is 28 �m and the standard deviation 2 �m
the systems accuracy and repeatability would be more reliable.
Therefore, it is of utmost importance to carefully observe the
standard deviation of each system, since this could signifi-
cantly influence the reliability of the calibration. Thus, in the
current study, the degree of mean deviation from the origi-
nal CAD file for each system was not ranked in any way, and
should be discussed as a separate issue because this can eas-
ily be calibrated if the repeatability (standard deviation) of the
manufacturing system is good.

4.1. Object A

The system that produced object A with the least standard
deviation and highest overall accuracy was Projet 3510 MP,
it showed an SD < 20 �m for all parameters besides y (26 �m).
The systems produced object A with an accuracy of approxi-
mately 10 �m for all parameters besides y (61 �m), it also had
the sharpest edge, with an edge radius at 96 �m. All the angle
measurements on the Projet objects were smaller that the CAD
file with approximately −0.4◦ to −0.6◦.

4.2. Object B

The system that produced object B with the least standard
deviation and highest overall accuracy was Objet 30, it showed
an SD of approximately 10 �m for all parameters besides y
(28 �m). The unit produced object B with an over all accuracy
of around 50 �m. On the other hand, the Objet 30 machine did
not have the best edge radius at 303 �m and the angle param-
eters were approximately −0.1◦ to −0.2◦ whereas the Projet
machine had an edge radius of 98 �m (Fig. 4) and an angle
accuracy of −0.08 to −0.09◦.

Before we can reflect on the results of studies like this,
we need to know what level of production tolerances we
are looking for in dentistry. One of the most demanding
prosthodontic applications is probably implant supported
fixed prosthodontics. Several studies have shown that the pro-
duction tolerances for implant supported fixed prosthodontics
would be in the range of 20–100 �m [14–17]. Bearing this in
mind, the accuracy results from the current study would be in
the same production tolerance range. One good example is the
Projet machine for object A. It shows an accuracy of approx-
imately 10 �m in all parameters but y (−61 �m), on the other
hand the same machine had accuracy results of around 25 �m
(y −182 �m) for object B. The correlation between standard
deviation and accuracy is an important aspect in choos-
ing the suitable machine for the intended application. One
other important aspect is the production time, the Objet Eden
machine produced object B four times faster than the EOS
machine, and at the same time the accuracy results are com-
parable.

4.3. Limitations of the study

Neither object A or B has any overhanging structures, so there
is no need for supporting materials, the object production
starts from the base and builds upwards in the z-direction.
A geometry with overhangs would need supporting material
to keep the structure from collapsing. Further tests need to
bee done on objects with support structures.
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Fig. 4 – (a) 250× magnification of one edge from object B
manufactured by the Objet 30 machine. (b) The same
geometry manufactured by the Projet 3510MP. The CAD file
has a 90◦ angle in this area thus the edge radius in the CAD
file is 0.01 mm.
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If one system is supposed to produce a cube that is 30 �m
in all directions, and the result is approximately 25 �m and
the standard deviation 10 �m then that system is probably not
accurate enough for producing an object of that size. On the
contrary, if the result is 28 �m and the standard deviation 2 �m
the systems accuracy and repeatability would be more reliable.
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standard deviation of each system, since this could signifi-
cantly influence the reliability of the calibration. Thus, in the
current study, the degree of mean deviation from the origi-
nal CAD file for each system was not ranked in any way, and
should be discussed as a separate issue because this can eas-
ily be calibrated if the repeatability (standard deviation) of the
manufacturing system is good.
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The system that produced object A with the least standard
deviation and highest overall accuracy was Projet 3510 MP,
it showed an SD < 20 �m for all parameters besides y (26 �m).
The systems produced object A with an accuracy of approxi-
mately 10 �m for all parameters besides y (61 �m), it also had
the sharpest edge, with an edge radius at 96 �m. All the angle
measurements on the Projet objects were smaller that the CAD
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an SD of approximately 10 �m for all parameters besides y
(28 �m). The unit produced object B with an over all accuracy
of around 50 �m. On the other hand, the Objet 30 machine did
not have the best edge radius at 303 �m and the angle param-
eters were approximately −0.1◦ to −0.2◦ whereas the Projet
machine had an edge radius of 98 �m (Fig. 4) and an angle
accuracy of −0.08 to −0.09◦.

Before we can reflect on the results of studies like this,
we need to know what level of production tolerances we
are looking for in dentistry. One of the most demanding
prosthodontic applications is probably implant supported
fixed prosthodontics. Several studies have shown that the pro-
duction tolerances for implant supported fixed prosthodontics
would be in the range of 20–100 �m [14–17]. Bearing this in
mind, the accuracy results from the current study would be in
the same production tolerance range. One good example is the
Projet machine for object A. It shows an accuracy of approx-
imately 10 �m in all parameters but y (−61 �m), on the other
hand the same machine had accuracy results of around 25 �m
(y −182 �m) for object B. The correlation between standard
deviation and accuracy is an important aspect in choos-
ing the suitable machine for the intended application. One
other important aspect is the production time, the Objet Eden
machine produced object B four times faster than the EOS
machine, and at the same time the accuracy results are com-
parable.

4.3. Limitations of the study

Neither object A or B has any overhanging structures, so there
is no need for supporting materials, the object production
starts from the base and builds upwards in the z-direction.
A geometry with overhangs would need supporting material
to keep the structure from collapsing. Further tests need to
bee done on objects with support structures.
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Objective. To evaluate the accuracy and precision of objects produced by additive manufac-

turing systems (AM) for use in dentistry and to compare with subtractive manufacturing

systems (SM).

Methods. Ten specimens of two geometrical objects were produced by five different AM

machines and one SM machine. Object A mimics an inlay-shaped object, while object B

imitates a four-unit bridge model. All the objects were sorted into different measurement

dimensions (x, y, z), linear distances, angles and corner radius.

Results. None of the additive manufacturing or subtractive manufacturing groups presented

a perfect match to the CAD file with regard to all parameters included in the present study.

Considering linear measurements, the precision for subtractive manufacturing group was

consistent in all axes for object A, presenting results of <0.050 mm. The additive manufac-

turing groups had consistent precision in the x-axis and y-axis but not in the z-axis. With

regard to corner radius measurements, the SM group had the best overall accuracy and

precision for both objects A and B when compared to the AM groups.

Significance. Within the limitations of this in vitro study, the conclusion can be made that sub-

tractive manufacturing presented overall precision on all measurements below 0.050 mm.

The AM machines also presented fairly good precision, <0.150 mm, on all axes except for

the z-axis. Knowledge regarding accuracy and precision for different production techniques

utilized in dentistry is of great clinical importance. The dental community has moved from

casting to milling and additive techniques are now being implemented. Thus all these

production techniques need to be tested, compared and validated.

© 2018 The Academy of Dental Materials. Published by Elsevier Inc. All rights reserved.

1. Introduction

Metal is used in dentistry for different applications, such
as fixed partial dentures (FPD), implant-supported super-

∗ Corresponding author.
E-mail addresses: Michael.Braian@mah.se (M. Braian), david.jonsson@folktandvardenskane.se (D. Jönsson),

Lewend.kevci@folktandvarden.se (M. Kevci), Ann.Wennerberg@mah.se (A. Wennerberg).

structures, dental implants and removable partial dentures
(RPD). Since their introduction in dentistry, metals have been
produced by casting using the lost-wax technique [1]. This
manufacturing technique has been improved and computer-
aided design and computer-aided manufacturing (CAD/CAM)
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Significance. Within the limitations of this in vitro study, the conclusion can be made that sub-

tractive manufacturing presented overall precision on all measurements below 0.050 mm.

The AM machines also presented fairly good precision, <0.150 mm, on all axes except for
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Fig. 1 – Inlay-shaped object, illustration of the CAD dimensions of the object and all the measurements in xyz direction. The
marked corner describes where the edge radius was measured.

inlay-shaped object and Annex B simulates the structures of a
four-unit bridge model. The CAD object was designed using 3D
software (Solidworks educational edition 2013) with a corner
radius of 0.01 mm set as 90◦ (Figs. 1 and 2). The purpose of the
objects’ geometry was to mimic linear, angle and corner radius
measurements. Object A contained 16 measurements and
object B 12 measurements. The standard tessellation language
files (STL) for Annex A and B were exported and delivered to
the manufactures with information about the products and
production.

2.2. Fabrication of specimens

Five additive manufacturing units and one subtractive
machine were tested. The additive machines tested were:
Arcam

®
, Concept laser

®
, EOS

®
, SLM Solutions

®
and the sub-

tractive machine was Mikron
®

. Every company manufacturing
the objects and all their personnel were authorized and
included in the protocol sent out at the start of the project.
Ten sets were manufactured for object A and object B. The soft-
ware settings were decided by authorized personnel for each
production unit in order to achieve accurate samples. Arcam,
Mikron, SLM solutions, Concept laser and EOS manufactured

the objects in titanium. EOS also manufactured the objects in
chrome cobalt. Upon delivery, the manufacturer decided the
print resolution, specification of production unit, software and
manufacturing time, based on the choice of alloy. All the sam-
ples went through the same process with regard to the delivery
and manufacturing that is utilized for dental products.

2.3. Linear measurements

All the objects were divided into three different axes: X, Y and
Z. The X-axis describes one of the horizontal dimensions for
both objects. A total of three linear dimensions were measured
in object A and two for object B. The Y-axis also measured
horizontal dimensions for objects A and B, which consisted of
three linear dimensions for each object. The Z-axis describes
the vertical dimensions of the objects and a total of five linear
measurements were performed for object A and four for object
B. The linear dimensions of the objects were perpendicular to
the layering orientation. To ease the orientation of object A,
the four cubic forms were named a–d (see Fig. 1). The place-
ment of the cube form a was orientated in the top-left corner
in relation to the horizontal print lines on each object. Object
B has a triangle shape in the middle; the tip of the triangle
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have had a huge influence on the quality of the metal
frameworks. Compared to the lost wax technique, CAD/CAM
is both time-saving and efficient due to the reduction in
human errors [1,2]. Modern prosthetic constructions are pro-
duced utilizing CAD/CAM with established [1] subtractive
manufacturing (SM) techniques. The method uses Computer
Numerical Controlled (CNC) machining technology and often
consists of a milling machine that removes bulk mate-
rial from solid blocks in order to shape the desired object
from the CAD. The blocks used in SM are industrially pro-
duced under highly standardized conditions, reducing the
risk of defects and residual stresses in the material [1,2].
One of the drawbacks of SM is that most of the mate-
rial becomes waste and there is significant wear on the
burrs [2,3]. The high waste ratio is also unfavourable for
the environment [4]. Another limitation of this technique is
the inability to create organic geometries such as complex
occlusal anatomy [5,6]. This is due to the restricted accessibil-
ity of the burrs [2,7]. Surface details of less than the diameter
of the smallest milling burr will not be produced. Dental CAM
software counterbalance for this with drill-compensating fea-
tures that could affect the fit of the object being produced
[8].

Recently a new production technique known as additive
manufacturing (AM) or 3D printing has been introduced to
dentistry. Some of the AM techniques for metal production
used in dentistry are: selective laser melting (SLM), selective
laser sintering (SLS) or electron beam melting (EBM). When
using the AM technique, the CAD object is sliced into multiple
layers along the vertical axis with a pre-set layer thickness.
Each layer contains information about the object’s profile in
that specific layer. The profile information from each layer is
used to control the laser movement, which moves selectively
over an alloy powder bed [9]. The beam transfers heat to the
powder bed particles, resulting in local fusing or melting of the
particles on a build platform. When a layer is completed, the
platform is lowered by a one-layer thickness. Another layer of
powder is then deposited on top and the procedure is repeated
for the next layer. Depending on the type of AM technique, the
applied powder particles fuse or melt together, not only in the
new layer, but also with the previous layer, allowing the differ-
ent layers to form a 3D object designed from the CAD model
[5,10]. When compared to the SM technique, the AM technique
is not dependent on tool axes to produce the desired object.
Since various layers are built up without the object penetrating
the powder bed, the laser itself is not blocked. Hence, there are
basically no restrictions to building complex shapes [1]. The
powder granules that were unexposed to the laser beam can
be reused [1,6], consequently making a significant reduction in
waste material. [8,11]. Furthermore, it is environmentally ben-
eficial and reduces production costs [12]. One more advantage
to the AM technique is its ability to produce several prosthetic
units at the same time [1,5], unlike the SM technique, where
only one part can be machined at a time.

One known disadvantage of metallic objects produced by
AM is the build-up of tensions in the material due to uneven
heat distribution during the manufacturing process. These
tensions may lead to deformation at a later date and possi-
bly affect the final product [11,13]. In order to reduce these
tensions, the object should be exposed to a post-production

heat treatment [10]. If porosity arises in the material during
fabrication, this can also be considered a disadvantage as this
might affect the material properties [14].

Many AM production techniques produce objects with a
rough surface topography because of un-melted or partially
melted powder particles. The speed of the laser as well as
the laser beam itself and the size of the powder particles has
great significance for the roughness of the end product [15–19].
For instance, today the implant connection of FDPs must be
post-processed with SM to get a smooth, well-fitting contact
surface, making the finalized object an AM and SM hybrid [20].

The SLS technique uses a high-energy carbon dioxide laser
beam that fuses the outer surface of the grains and forms
a solid mass when the temperature decreases [5,6], while
the SLM technique often uses a more powerful type of laser
that melts the outer surfaces of the grains together. The
temperature never reaches melting temperature in SLS, result-
ing in one of the most important differences to SLM. The
SLM technique was developed to avoid time-consuming post-
processing processes and to produce almost completely dense
objects with better mechanical properties [10].

A third way for AM to process metallic objects is electron
beam melting (EBM). This technique is similar to SLM, but rep-
resents the joining of powder particles by selectively melting
them with an electron beam instead of a laser. The energy
density of the electron beam is higher compared to the laser
beam, thus generating a higher temperature output and mak-
ing it possible to use alloys that have a higher melting range
[21].

These new manufacturing techniques need to be evaluated
in vitro and in vivo to ensure the quality is equal or better than
production with conventional production techniques. This is
necessary to protect patients from complications and failed
restorations [2,6].

1.1. Hypothesis

Subtractive manufacturing is superior to additive manufactur-
ing regarding accuracy and precision of the final product.

1.2. Aim

The aim of this in vitro study was to evaluate the pro-
duction accuracy and precision of AM and SM techniques
through reverse engineering, considering production toler-
ance for usage in dentistry.

2. Materials and method

2.1. ISO reference

The ISO (the International Organization for Standardization)
is an international federation of standardized ISO bodies. This
paper utilizes ISO 12836:2015 ‘Dentistry – Digitizing devices
for CAD/CAM systems for indirect dental restorations – Test
methods for assessing accuracy’. Three geometrical figures
were described by ISO as Annex A, B and C. In this paper,
the Annex A and B were utilized but not the method in the
ISO (see Figs. 1 and 2). Annex A simulates the structures of an
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Fig. 1 – Inlay-shaped object, illustration of the CAD dimensions of the object and all the measurements in xyz direction. The
marked corner describes where the edge radius was measured.

inlay-shaped object and Annex B simulates the structures of a
four-unit bridge model. The CAD object was designed using 3D
software (Solidworks educational edition 2013) with a corner
radius of 0.01 mm set as 90◦ (Figs. 1 and 2). The purpose of the
objects’ geometry was to mimic linear, angle and corner radius
measurements. Object A contained 16 measurements and
object B 12 measurements. The standard tessellation language
files (STL) for Annex A and B were exported and delivered to
the manufactures with information about the products and
production.

2.2. Fabrication of specimens

Five additive manufacturing units and one subtractive
machine were tested. The additive machines tested were:
Arcam

®
, Concept laser

®
, EOS

®
, SLM Solutions

®
and the sub-

tractive machine was Mikron
®

. Every company manufacturing
the objects and all their personnel were authorized and
included in the protocol sent out at the start of the project.
Ten sets were manufactured for object A and object B. The soft-
ware settings were decided by authorized personnel for each
production unit in order to achieve accurate samples. Arcam,
Mikron, SLM solutions, Concept laser and EOS manufactured

the objects in titanium. EOS also manufactured the objects in
chrome cobalt. Upon delivery, the manufacturer decided the
print resolution, specification of production unit, software and
manufacturing time, based on the choice of alloy. All the sam-
ples went through the same process with regard to the delivery
and manufacturing that is utilized for dental products.

2.3. Linear measurements

All the objects were divided into three different axes: X, Y and
Z. The X-axis describes one of the horizontal dimensions for
both objects. A total of three linear dimensions were measured
in object A and two for object B. The Y-axis also measured
horizontal dimensions for objects A and B, which consisted of
three linear dimensions for each object. The Z-axis describes
the vertical dimensions of the objects and a total of five linear
measurements were performed for object A and four for object
B. The linear dimensions of the objects were perpendicular to
the layering orientation. To ease the orientation of object A,
the four cubic forms were named a–d (see Fig. 1). The place-
ment of the cube form a was orientated in the top-left corner
in relation to the horizontal print lines on each object. Object
B has a triangle shape in the middle; the tip of the triangle
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have had a huge influence on the quality of the metal
frameworks. Compared to the lost wax technique, CAD/CAM
is both time-saving and efficient due to the reduction in
human errors [1,2]. Modern prosthetic constructions are pro-
duced utilizing CAD/CAM with established [1] subtractive
manufacturing (SM) techniques. The method uses Computer
Numerical Controlled (CNC) machining technology and often
consists of a milling machine that removes bulk mate-
rial from solid blocks in order to shape the desired object
from the CAD. The blocks used in SM are industrially pro-
duced under highly standardized conditions, reducing the
risk of defects and residual stresses in the material [1,2].
One of the drawbacks of SM is that most of the mate-
rial becomes waste and there is significant wear on the
burrs [2,3]. The high waste ratio is also unfavourable for
the environment [4]. Another limitation of this technique is
the inability to create organic geometries such as complex
occlusal anatomy [5,6]. This is due to the restricted accessibil-
ity of the burrs [2,7]. Surface details of less than the diameter
of the smallest milling burr will not be produced. Dental CAM
software counterbalance for this with drill-compensating fea-
tures that could affect the fit of the object being produced
[8].

Recently a new production technique known as additive
manufacturing (AM) or 3D printing has been introduced to
dentistry. Some of the AM techniques for metal production
used in dentistry are: selective laser melting (SLM), selective
laser sintering (SLS) or electron beam melting (EBM). When
using the AM technique, the CAD object is sliced into multiple
layers along the vertical axis with a pre-set layer thickness.
Each layer contains information about the object’s profile in
that specific layer. The profile information from each layer is
used to control the laser movement, which moves selectively
over an alloy powder bed [9]. The beam transfers heat to the
powder bed particles, resulting in local fusing or melting of the
particles on a build platform. When a layer is completed, the
platform is lowered by a one-layer thickness. Another layer of
powder is then deposited on top and the procedure is repeated
for the next layer. Depending on the type of AM technique, the
applied powder particles fuse or melt together, not only in the
new layer, but also with the previous layer, allowing the differ-
ent layers to form a 3D object designed from the CAD model
[5,10]. When compared to the SM technique, the AM technique
is not dependent on tool axes to produce the desired object.
Since various layers are built up without the object penetrating
the powder bed, the laser itself is not blocked. Hence, there are
basically no restrictions to building complex shapes [1]. The
powder granules that were unexposed to the laser beam can
be reused [1,6], consequently making a significant reduction in
waste material. [8,11]. Furthermore, it is environmentally ben-
eficial and reduces production costs [12]. One more advantage
to the AM technique is its ability to produce several prosthetic
units at the same time [1,5], unlike the SM technique, where
only one part can be machined at a time.

One known disadvantage of metallic objects produced by
AM is the build-up of tensions in the material due to uneven
heat distribution during the manufacturing process. These
tensions may lead to deformation at a later date and possi-
bly affect the final product [11,13]. In order to reduce these
tensions, the object should be exposed to a post-production

heat treatment [10]. If porosity arises in the material during
fabrication, this can also be considered a disadvantage as this
might affect the material properties [14].

Many AM production techniques produce objects with a
rough surface topography because of un-melted or partially
melted powder particles. The speed of the laser as well as
the laser beam itself and the size of the powder particles has
great significance for the roughness of the end product [15–19].
For instance, today the implant connection of FDPs must be
post-processed with SM to get a smooth, well-fitting contact
surface, making the finalized object an AM and SM hybrid [20].

The SLS technique uses a high-energy carbon dioxide laser
beam that fuses the outer surface of the grains and forms
a solid mass when the temperature decreases [5,6], while
the SLM technique often uses a more powerful type of laser
that melts the outer surfaces of the grains together. The
temperature never reaches melting temperature in SLS, result-
ing in one of the most important differences to SLM. The
SLM technique was developed to avoid time-consuming post-
processing processes and to produce almost completely dense
objects with better mechanical properties [10].

A third way for AM to process metallic objects is electron
beam melting (EBM). This technique is similar to SLM, but rep-
resents the joining of powder particles by selectively melting
them with an electron beam instead of a laser. The energy
density of the electron beam is higher compared to the laser
beam, thus generating a higher temperature output and mak-
ing it possible to use alloys that have a higher melting range
[21].

These new manufacturing techniques need to be evaluated
in vitro and in vivo to ensure the quality is equal or better than
production with conventional production techniques. This is
necessary to protect patients from complications and failed
restorations [2,6].

1.1. Hypothesis

Subtractive manufacturing is superior to additive manufactur-
ing regarding accuracy and precision of the final product.

1.2. Aim

The aim of this in vitro study was to evaluate the pro-
duction accuracy and precision of AM and SM techniques
through reverse engineering, considering production toler-
ance for usage in dentistry.

2. Materials and method

2.1. ISO reference

The ISO (the International Organization for Standardization)
is an international federation of standardized ISO bodies. This
paper utilizes ISO 12836:2015 ‘Dentistry – Digitizing devices
for CAD/CAM systems for indirect dental restorations – Test
methods for assessing accuracy’. Three geometrical figures
were described by ISO as Annex A, B and C. In this paper,
the Annex A and B were utilized but not the method in the
ISO (see Figs. 1 and 2). Annex A simulates the structures of an
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Table 1 – Calibration and validation of the digital calliper. This procedure was conducted before measuring each
manufacturing group.

Gauge block

(n.50) 2 mm ± 0.15 �m 5 mm ± 0.22 �m 7 mm ± 0.15 �m 20 mm ± 0.32 �m 40 mm ± 0.35 �m

Machine Arcam 1.993 ± 0.005 4.989 ± 0.008 6.993 ± 0.014 19.995 ± 0.020 39.998 ± 0.019
Concept laser 1.990 ± 0.005 4.992 ± 0.008 6.992 ± 0.014 19.997 ± 0.020 39.997 ± 0.017
EOS (CoCr) 1.999 ± 0.005 4.991 ± 0.005 6.993 ± 0.009 19.993 ± 0.011 39.997 ± 0.031
SLM 1.999 ± 0.005 4.990 ± 0.007 6.991 ± 0.004 19.994 ± 0.015 40.002 ± 0.025
EOS 1.995 ± 0.008 4.988 ± 0.015 6.990 ± 0.021 19.994 ± 0.020 39.993 ± 0.019
Mikron 1.995 ± 0.008 4.988 ± 0.009 6.991 ± 0.011 19.995 ± 0.023 39.996 ± 0.020

Table 2 – Inter-observatory variability between the operators using digital calliper, calculated with Dahlbergs formula.

Gauge block

2 mm 5 mm 7 mm 20 mm 40 mm

Machine Arcam 0.0022 0.0036 0.0026 0.0039 0.0116
Concept laser 0.0013 0.0018 0.0041 0.0044 0.0035
EOS (CoCr) 0.0008 0.0018 0.0026 0.0032 0.0046
SLM 0.0014 0.0012 0.0021 0.0050 0.0072
EOS 0.0014 0.0014 0.0026 0.0040 0.0044
Mikron 0.0011 0.0029 0.0027 0.0053 0.0040

Table 3 – Inter-observatory variability between the
operators using microscope, calculated with Dahlbergs
formula.

X30 X50 X250

Error of measurement 0.0103 0.0050 0.0023

the error of measurement between the operators is negligi-
ble.

3. Results

AM machines were compared with SM and CAD files with
regard to measurements for standard deviation, accuracy,
mean, angle measurements and corner radius (see Tables 4
and 5).

3.1. Calibration and validation

According to Table 1, the precision for the calliper’s validation
in relation to gauge blocks measurements can be seen.

Dahlberg’s formula was used to calculate the inter-
observatory variations using the digital calliper. The results
shown in Table 2 demonstrate that the differences were minor
for each measurement in general.

Dahlberg’s formula was also used to calculate the inter-
observatory variations between the operators, taking the
measurements from the microscope into consideration (see
Table 3).

3.2. Linear measurements

3.2.1. Object A — accuracy, precision and variance
3.2.1.1. X-axis. Arcam had the lowest x-axis precision,
0.078 mm, when compared to Mikron, which had the high-
est precision, 0.013 mm. Arcam also had the least accuracy,
0.176 mm in x-axis, when compared to the CAD file and Mikron
had the highest accuracy, −0.012 mm.

Regarding the precision variance in the x-axis, xac and
xdb Arcam had the highest variance, 0.039–0.078 mm, whereas
EOS (CoCr) had the least variance, 0.013–0.019 mm. Accuracy
variance for the same measurements showed that Mikron
had most variation (−0.012)–(−0.173) and EOS had the lowest,
0.061–0.100 (Table 4, Figs. 3 and 4).

3.2.1.2. Y-axis. Arcam had the lowest precision, 0.117 mm,
and Mikron had highest precision, 0.009 mm. Mikron showed
highest accuracy at −0.010 mm and, at the same time, the
lowest accuracy at −0.0210 mm.

Regarding the precision variance in the y-axis, yba and
ycd, Arcam had the highest, 0.045–0.117 mm, whereas EOS
had the least variance, 0.020–0.027 mm. Accuracy variance for
the same measurements showed that Mikron had the high-
est (−0.010)–(−0.210). Arcam and EOS shared the lowest with
a difference of 0.059 mm (Table 4, Figs. 3 and 4).

3.2.1.3. Z-axis. EOS had the lowest z-axis precision,
0.282 mm, while Mikron had the highest precision, 0.012 mm.
Mikron also had the highest z-axis accuracy, 0.014 mm, while
EOS had the lowest accuracy at 1.026 mm.

Regarding the precision variance in the z-axis, za, zb, zc
and zd, Arcam had the highest, 0.020–0.208 mm, whereas
the least variance in the z-axis can be seen in EOS
(CoCr) 0.054–0.062 mm. Accuracy variance for the same
measurements showed that Mikron had least variation
(−0.059)–0.015 and Arcam had the most variation, ranging
from (−0.871)–(−0.406) (Table 4, Figs. 3 and 4).

3.2.2. Object B — accuracy, precision and variance
3.2.2.1. X-axis. Arcam had lowest x-axis precision, 0.079 mm
and Mikron had the highest precision, 0.006 mm. Mikron also
had the highest accuracy, 0.007 mm whereas Arcam had the
lowest accuracy, 0.161 mm

Regarding the precision variance in xl and xr, Arcam
had the highest, 0.068–0.079 mm, while Mikron had the least
variance, 0.006–0.009 mm. Accuracy variance for the same
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Fig. 2 – Four-unit bridge model, illustration of the CAD dimensions and all the measurements in xyz direction. The marked
corner describes where the edge radius was measured.

was defined as the right-hand side of the object and the oppo-
site as the left-hand side (Fig. 2). The tool for measuring all
linear measurements was executed with a validated and cal-
ibrated digital calliper (Digital Sylvac S Cal Pro IP67, Crissier,
Switzerland). While measuring the linear measurements of
the objects, the examiner validated the digital calliper by using
gauge blocks (Passbitsats Limit, Sweden, DIN 861/2, DIN 861/1).
The digital calliper measured gauge blocks of 2, 5, 7, 20 and
40 mm in order to calibrate between the operators and the val-
idation of the instrument. Each gauge block was measured 50
times. A calculation was then performed with standard error
of measurement using Dahlberg’s formula in order to control
inter-observatory variations. This was done for all manufac-
turing groups before measuring objects A and B. In order to
keep dimensional stability, the objects were placed on a sili-
cone form and the measuring process was executed in a room
with a stable temperature of 20 ± 1 ◦C; all the linear measure-
ments were measured five times.

2.4. Angle parameters and corner radius

There were four measurements of angles for object A and
two for object B. The angles and corner radius were mea-
sured using a validated and calibrated digital microscope
(Dino-Lite Premier2 HR, polarisator, AM5018MT, DinoXcope
Version 1.12, Hsinchu, Taiwan). Before measuring the angle
parameters and corner radius of the objects, a validation of
the microscope was performed using a Dino-Lite calibration
sample (Dino-lite calibration sample P/N TC2001Aug 2013).
The validation sample had known measurements, with 1 mm
intervals and a line was drawn on the validation sample
in the measurement software to calibrate the microscope
against the sample. In the computer software (DinoCapture
2.0), all the calibrations were saved in a calibration man-
ager and were later used for each magnification (X30, X50
and X250). During the angle and corner radius measure-
ments, a calibration was performed between the operators
(see Table 3). The result from Dahlberg’s formula indicates that
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Table 1 – Calibration and validation of the digital calliper. This procedure was conducted before measuring each
manufacturing group.

Gauge block

(n.50) 2 mm ± 0.15 �m 5 mm ± 0.22 �m 7 mm ± 0.15 �m 20 mm ± 0.32 �m 40 mm ± 0.35 �m

Machine Arcam 1.993 ± 0.005 4.989 ± 0.008 6.993 ± 0.014 19.995 ± 0.020 39.998 ± 0.019
Concept laser 1.990 ± 0.005 4.992 ± 0.008 6.992 ± 0.014 19.997 ± 0.020 39.997 ± 0.017
EOS (CoCr) 1.999 ± 0.005 4.991 ± 0.005 6.993 ± 0.009 19.993 ± 0.011 39.997 ± 0.031
SLM 1.999 ± 0.005 4.990 ± 0.007 6.991 ± 0.004 19.994 ± 0.015 40.002 ± 0.025
EOS 1.995 ± 0.008 4.988 ± 0.015 6.990 ± 0.021 19.994 ± 0.020 39.993 ± 0.019
Mikron 1.995 ± 0.008 4.988 ± 0.009 6.991 ± 0.011 19.995 ± 0.023 39.996 ± 0.020

Table 2 – Inter-observatory variability between the operators using digital calliper, calculated with Dahlbergs formula.

Gauge block

2 mm 5 mm 7 mm 20 mm 40 mm

Machine Arcam 0.0022 0.0036 0.0026 0.0039 0.0116
Concept laser 0.0013 0.0018 0.0041 0.0044 0.0035
EOS (CoCr) 0.0008 0.0018 0.0026 0.0032 0.0046
SLM 0.0014 0.0012 0.0021 0.0050 0.0072
EOS 0.0014 0.0014 0.0026 0.0040 0.0044
Mikron 0.0011 0.0029 0.0027 0.0053 0.0040

Table 3 – Inter-observatory variability between the
operators using microscope, calculated with Dahlbergs
formula.

X30 X50 X250

Error of measurement 0.0103 0.0050 0.0023

the error of measurement between the operators is negligi-
ble.

3. Results

AM machines were compared with SM and CAD files with
regard to measurements for standard deviation, accuracy,
mean, angle measurements and corner radius (see Tables 4
and 5).

3.1. Calibration and validation

According to Table 1, the precision for the calliper’s validation
in relation to gauge blocks measurements can be seen.

Dahlberg’s formula was used to calculate the inter-
observatory variations using the digital calliper. The results
shown in Table 2 demonstrate that the differences were minor
for each measurement in general.

Dahlberg’s formula was also used to calculate the inter-
observatory variations between the operators, taking the
measurements from the microscope into consideration (see
Table 3).

3.2. Linear measurements

3.2.1. Object A — accuracy, precision and variance
3.2.1.1. X-axis. Arcam had the lowest x-axis precision,
0.078 mm, when compared to Mikron, which had the high-
est precision, 0.013 mm. Arcam also had the least accuracy,
0.176 mm in x-axis, when compared to the CAD file and Mikron
had the highest accuracy, −0.012 mm.

Regarding the precision variance in the x-axis, xac and
xdb Arcam had the highest variance, 0.039–0.078 mm, whereas
EOS (CoCr) had the least variance, 0.013–0.019 mm. Accuracy
variance for the same measurements showed that Mikron
had most variation (−0.012)–(−0.173) and EOS had the lowest,
0.061–0.100 (Table 4, Figs. 3 and 4).

3.2.1.2. Y-axis. Arcam had the lowest precision, 0.117 mm,
and Mikron had highest precision, 0.009 mm. Mikron showed
highest accuracy at −0.010 mm and, at the same time, the
lowest accuracy at −0.0210 mm.

Regarding the precision variance in the y-axis, yba and
ycd, Arcam had the highest, 0.045–0.117 mm, whereas EOS
had the least variance, 0.020–0.027 mm. Accuracy variance for
the same measurements showed that Mikron had the high-
est (−0.010)–(−0.210). Arcam and EOS shared the lowest with
a difference of 0.059 mm (Table 4, Figs. 3 and 4).

3.2.1.3. Z-axis. EOS had the lowest z-axis precision,
0.282 mm, while Mikron had the highest precision, 0.012 mm.
Mikron also had the highest z-axis accuracy, 0.014 mm, while
EOS had the lowest accuracy at 1.026 mm.

Regarding the precision variance in the z-axis, za, zb, zc
and zd, Arcam had the highest, 0.020–0.208 mm, whereas
the least variance in the z-axis can be seen in EOS
(CoCr) 0.054–0.062 mm. Accuracy variance for the same
measurements showed that Mikron had least variation
(−0.059)–0.015 and Arcam had the most variation, ranging
from (−0.871)–(−0.406) (Table 4, Figs. 3 and 4).

3.2.2. Object B — accuracy, precision and variance
3.2.2.1. X-axis. Arcam had lowest x-axis precision, 0.079 mm
and Mikron had the highest precision, 0.006 mm. Mikron also
had the highest accuracy, 0.007 mm whereas Arcam had the
lowest accuracy, 0.161 mm

Regarding the precision variance in xl and xr, Arcam
had the highest, 0.068–0.079 mm, while Mikron had the least
variance, 0.006–0.009 mm. Accuracy variance for the same
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Fig. 2 – Four-unit bridge model, illustration of the CAD dimensions and all the measurements in xyz direction. The marked
corner describes where the edge radius was measured.

was defined as the right-hand side of the object and the oppo-
site as the left-hand side (Fig. 2). The tool for measuring all
linear measurements was executed with a validated and cal-
ibrated digital calliper (Digital Sylvac S Cal Pro IP67, Crissier,
Switzerland). While measuring the linear measurements of
the objects, the examiner validated the digital calliper by using
gauge blocks (Passbitsats Limit, Sweden, DIN 861/2, DIN 861/1).
The digital calliper measured gauge blocks of 2, 5, 7, 20 and
40 mm in order to calibrate between the operators and the val-
idation of the instrument. Each gauge block was measured 50
times. A calculation was then performed with standard error
of measurement using Dahlberg’s formula in order to control
inter-observatory variations. This was done for all manufac-
turing groups before measuring objects A and B. In order to
keep dimensional stability, the objects were placed on a sili-
cone form and the measuring process was executed in a room
with a stable temperature of 20 ± 1 ◦C; all the linear measure-
ments were measured five times.

2.4. Angle parameters and corner radius

There were four measurements of angles for object A and
two for object B. The angles and corner radius were mea-
sured using a validated and calibrated digital microscope
(Dino-Lite Premier2 HR, polarisator, AM5018MT, DinoXcope
Version 1.12, Hsinchu, Taiwan). Before measuring the angle
parameters and corner radius of the objects, a validation of
the microscope was performed using a Dino-Lite calibration
sample (Dino-lite calibration sample P/N TC2001Aug 2013).
The validation sample had known measurements, with 1 mm
intervals and a line was drawn on the validation sample
in the measurement software to calibrate the microscope
against the sample. In the computer software (DinoCapture
2.0), all the calibrations were saved in a calibration man-
ager and were later used for each magnification (X30, X50
and X250). During the angle and corner radius measure-
ments, a calibration was performed between the operators
(see Table 3). The result from Dahlberg’s formula indicates that
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Fig. 4 – Bullseye chart for object A showing mean values regarding accuracy for each machine. The minus sign represents a
negative measurement value. All the markers that are outside of the dotted line have a number greater than 0.050 mm. The
markers close to the bullseye represent high accuracy or closeness to the original CAD design.

its production and this, in turn, equals high precision. These
characteristics can be evaluated by producing multiple objects
from the same machine and thereafter repeating the mea-
surements on each object. A comparison between all the
measurements and the measurements of the CAD files is then
needed in order to calculate the level of precision. If the preci-
sion of a measured object is low, this means that the machine
manufactures the object differently each time; this lack of pre-
cision will undoubtedly effect accuracy. However, if the level of
precision is high, the manufacturing is consistent, but might
not be as accurate as a CAD file. With this type of machine,
which has a high level of precision, it is possible for the soft-
ware to compensate for the CAD file in a different axis (X, Y
or Z) in order to obtain greater accuracy. A good example of
a high-precision and high-accuracy machine in the present
study can be seen in Fig. 3, where it is clear that Mikron has
high precision in x, and Fig. 4 shows that the same machine

also has high accuracy in x. However the same machine has a
lower level of precision for xac and also lower accuracy for the
same measurement.

4.2. Z-axis error

None of the objects produced with AM utilized supporting
structures. Post-processing for all these objects involved cut-
ting the metal object from the building platform. It is highly
likely that the authorized personnel had difficulties removing
the objects from the build plate without affecting the z-axis
dimensions. Human error can have a huge influence at this
stage, resulting in low levels of accuracy and precision. All the
AM systems show lower levels of accuracy and precision in
the z-axis measurements, but Arcam and EOS had the lowest
level of accuracy and precision of all AM systems in the z-
axis. The measurements in the z-axis for these two machines
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Fig. 3 – Precision chart for object A.

measurements showed that EOS had the least variance at
0.005 mm and Arcam the highest at 0.144–0.161 mm (Table 5,
Figs. 5 and 6).

3.2.2.2. Y-axis. Mikron had the lowest precision, 0.153 mm in
the y-axis and the highest precision at 0.006 mm. Arcam had
the lowest accuracy, 0.243 mm and Mikron had the highest at
0.005 mm.

Regarding the precision variance in y, yl and yr, Mikron had
the highest variance, 0.006–0.153 mm, while EOS had the least
variance, 0.027–0.042 mm. Accuracy variance for the same
measurements showed that EOS had the highest variance,
0.005–0.154 mm. The Concept laser had the least variance
(−0.029)–(−0.010) (Table 5, Figs. 5 and 6).

3.2.2.3. Z-axis. Arcam had the lowest z-axis precision,
0.250 mm and Mikron had the highest precision at 0.017.
Arcam had the lowest accuracy, −0.975 mm and SLM had the
best accuracy at −0.005 mm.

Regarding the precision variance in zl, zr, cl, and cr, EOS had
the highest variation, 0.073–0.194 mm, while Mikron showed
the least variation, 0.045–0.017. Accuracy variance for the
same measurements showed that Arcam ranged from −0.973
to 0.118 mm (Table 5, Figs. 5 and 6).

3.3. Objects A & B — angle measurements, precision
and accuracy

The angle of objects A and B in the CAD was set to 16.000◦

(Figs. 1 and 2). Mikron showed the highest precision for object
A within 0.004◦ deviation, Mikron and Arcam had the highest
precision for object B within 0.002◦ deviation. Arcam showed
the lowest precision for object A of >0.3◦ and Concept laser
had the lowest precision for object B >0.09◦. Mikron had the
highest accuracy for object A with a 0.004◦ deviation, while

SLM had the highest accuracy at 0.002◦ deviation for object B.
Arcam had the lowest accuracy for object A >1.0◦ and Concept
laser for object B > −0.07◦. (Tables 4 and 5, Fig. 7).

3.4. Object A & B — corner radius, precision and
accuracy

The corner radius for objects A and B in the CAD was set to
0.01 mm. Mikron showed the highest precision for objects A
and B at 0.034 and 0.011 mm, and the highest accuracy at 0.108
and 0.032 mm. Arcam had the lowest precision form for objects
A and B at 0.078 and 0.076 mm and the lowest accuracy at 0.287
and 0.153 mm. (Tables 4 and 5, Fig. 7).

4. Discussion

Studies [22–25] have demonstrated that it can be impossible
to obtain a passive fit and that a misfit always exists between
implants and the manufactured superstructures they support.
The lack of a method to clinically evaluate the passive fit of
implant restorations means that there is no consensus regard-
ing the machine tolerance needed for a clinically acceptable
fit for implant constructions [23,25]. According to in vitro
studies [27–30] discrepancy above a range of 0.100 mm could
result in increased stress and the displacement of the implant
superstructures. This demonstrates that implant-supported
FDPs require a manufacturing process with an accuracy of
<0.100 mm.

4.1. Accuracy and precision

An important factor is the ability of the machine to produce
the same objects every time or to make the same consis-
tent error. This means that the machine has continuity in
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Fig. 4 – Bullseye chart for object A showing mean values regarding accuracy for each machine. The minus sign represents a
negative measurement value. All the markers that are outside of the dotted line have a number greater than 0.050 mm. The
markers close to the bullseye represent high accuracy or closeness to the original CAD design.

its production and this, in turn, equals high precision. These
characteristics can be evaluated by producing multiple objects
from the same machine and thereafter repeating the mea-
surements on each object. A comparison between all the
measurements and the measurements of the CAD files is then
needed in order to calculate the level of precision. If the preci-
sion of a measured object is low, this means that the machine
manufactures the object differently each time; this lack of pre-
cision will undoubtedly effect accuracy. However, if the level of
precision is high, the manufacturing is consistent, but might
not be as accurate as a CAD file. With this type of machine,
which has a high level of precision, it is possible for the soft-
ware to compensate for the CAD file in a different axis (X, Y
or Z) in order to obtain greater accuracy. A good example of
a high-precision and high-accuracy machine in the present
study can be seen in Fig. 3, where it is clear that Mikron has
high precision in x, and Fig. 4 shows that the same machine

also has high accuracy in x. However the same machine has a
lower level of precision for xac and also lower accuracy for the
same measurement.

4.2. Z-axis error

None of the objects produced with AM utilized supporting
structures. Post-processing for all these objects involved cut-
ting the metal object from the building platform. It is highly
likely that the authorized personnel had difficulties removing
the objects from the build plate without affecting the z-axis
dimensions. Human error can have a huge influence at this
stage, resulting in low levels of accuracy and precision. All the
AM systems show lower levels of accuracy and precision in
the z-axis measurements, but Arcam and EOS had the lowest
level of accuracy and precision of all AM systems in the z-
axis. The measurements in the z-axis for these two machines
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Fig. 3 – Precision chart for object A.

measurements showed that EOS had the least variance at
0.005 mm and Arcam the highest at 0.144–0.161 mm (Table 5,
Figs. 5 and 6).

3.2.2.2. Y-axis. Mikron had the lowest precision, 0.153 mm in
the y-axis and the highest precision at 0.006 mm. Arcam had
the lowest accuracy, 0.243 mm and Mikron had the highest at
0.005 mm.

Regarding the precision variance in y, yl and yr, Mikron had
the highest variance, 0.006–0.153 mm, while EOS had the least
variance, 0.027–0.042 mm. Accuracy variance for the same
measurements showed that EOS had the highest variance,
0.005–0.154 mm. The Concept laser had the least variance
(−0.029)–(−0.010) (Table 5, Figs. 5 and 6).

3.2.2.3. Z-axis. Arcam had the lowest z-axis precision,
0.250 mm and Mikron had the highest precision at 0.017.
Arcam had the lowest accuracy, −0.975 mm and SLM had the
best accuracy at −0.005 mm.

Regarding the precision variance in zl, zr, cl, and cr, EOS had
the highest variation, 0.073–0.194 mm, while Mikron showed
the least variation, 0.045–0.017. Accuracy variance for the
same measurements showed that Arcam ranged from −0.973
to 0.118 mm (Table 5, Figs. 5 and 6).

3.3. Objects A & B — angle measurements, precision
and accuracy

The angle of objects A and B in the CAD was set to 16.000◦

(Figs. 1 and 2). Mikron showed the highest precision for object
A within 0.004◦ deviation, Mikron and Arcam had the highest
precision for object B within 0.002◦ deviation. Arcam showed
the lowest precision for object A of >0.3◦ and Concept laser
had the lowest precision for object B >0.09◦. Mikron had the
highest accuracy for object A with a 0.004◦ deviation, while

SLM had the highest accuracy at 0.002◦ deviation for object B.
Arcam had the lowest accuracy for object A >1.0◦ and Concept
laser for object B > −0.07◦. (Tables 4 and 5, Fig. 7).

3.4. Object A & B — corner radius, precision and
accuracy

The corner radius for objects A and B in the CAD was set to
0.01 mm. Mikron showed the highest precision for objects A
and B at 0.034 and 0.011 mm, and the highest accuracy at 0.108
and 0.032 mm. Arcam had the lowest precision form for objects
A and B at 0.078 and 0.076 mm and the lowest accuracy at 0.287
and 0.153 mm. (Tables 4 and 5, Fig. 7).

4. Discussion

Studies [22–25] have demonstrated that it can be impossible
to obtain a passive fit and that a misfit always exists between
implants and the manufactured superstructures they support.
The lack of a method to clinically evaluate the passive fit of
implant restorations means that there is no consensus regard-
ing the machine tolerance needed for a clinically acceptable
fit for implant constructions [23,25]. According to in vitro
studies [27–30] discrepancy above a range of 0.100 mm could
result in increased stress and the displacement of the implant
superstructures. This demonstrates that implant-supported
FDPs require a manufacturing process with an accuracy of
<0.100 mm.

4.1. Accuracy and precision

An important factor is the ability of the machine to produce
the same objects every time or to make the same consis-
tent error. This means that the machine has continuity in
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Fig. 6 – Precision chart for object B.

risks providing measurements that deviate from the actual
values. This means that the instrument shows incorrect val-
ues with regard to the known distance of an object. As seen
in Table 1, the calibration measurements of the calliper are

within the acceptable range of maximal deviation according
to the recommendation of the gauge block fabricant.

It is of great importance to perform a calibration if more
than one operator is executing the measurements in order

Fig. 7 – An overview of object A and B’s mean values of angle measurements. The closer the markers are to the thick CAD
line the higher accuracy.
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Fig. 5 – Bullseye chart for object B showing mean values regarding accuracy for each machine. The minus sign represents a
negative measurement value. All the markers that are outside of the dotted line have a number greater than 0.050 mm. The
markers close to the bullseye represent high accuracy or closeness to the original CAD design.

do not represent the capability of the machine to produce the
objects in that specific axis, rather this shows the importance
of avoiding the build of important geometries directly on the
build plate. When focusing on the capability of the machine
to produce geometries, the measurements cl and cr are the
more reliable measurements in the z-axis since these are not
affected when they are removed from the build plate. Even if
we only focus on cl and cr as z-axis measurements, Arcam
would still have the lowest precision (cr 0.140 mm), this might
be due to the laser movement during processing, which results
in an elevation on its perimeter. Arcam uses high electron
beam energy and obtains a larger heat-affected zone (also
known as melt pool) when compared to SLM, which uses a
less powerful energy source. The melt pool also depends on
the setting of the scan speed, beam diameter and bed temper-
ature [21,26,27]. Hence, the larger heat-affected zone in EBM
technology limits the recreation of the object’s minimum fea-

tures, inferior resolution and surface smoothness [26,28,29].
Arcam production can be simplified into three steps: the first
step involves preheating powder, the second is the contouring
step, where the machines melts the powder in the perimeter
at a low beam ampere and speed, thereby maintaining the part
accuracy. The third step is the melting step of the powder at
high velocity, where the beam has a ‘zigzag-movement’. When
the beam turns around in the perimeters, more heat is gener-
ated there. This results in a partial swelling at the perimeter
due to the excessive heat generated there and consequently
affects the dimension of the z-axis in objects A and B [30]
(Fig. 9).

4.3. Calibration and validation

It is essential that the values of an object that the instruments
measure are as true as possible. A non-validated instrument
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Fig. 6 – Precision chart for object B.

risks providing measurements that deviate from the actual
values. This means that the instrument shows incorrect val-
ues with regard to the known distance of an object. As seen
in Table 1, the calibration measurements of the calliper are

within the acceptable range of maximal deviation according
to the recommendation of the gauge block fabricant.

It is of great importance to perform a calibration if more
than one operator is executing the measurements in order

Fig. 7 – An overview of object A and B’s mean values of angle measurements. The closer the markers are to the thick CAD
line the higher accuracy.
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Fig. 5 – Bullseye chart for object B showing mean values regarding accuracy for each machine. The minus sign represents a
negative measurement value. All the markers that are outside of the dotted line have a number greater than 0.050 mm. The
markers close to the bullseye represent high accuracy or closeness to the original CAD design.

do not represent the capability of the machine to produce the
objects in that specific axis, rather this shows the importance
of avoiding the build of important geometries directly on the
build plate. When focusing on the capability of the machine
to produce geometries, the measurements cl and cr are the
more reliable measurements in the z-axis since these are not
affected when they are removed from the build plate. Even if
we only focus on cl and cr as z-axis measurements, Arcam
would still have the lowest precision (cr 0.140 mm), this might
be due to the laser movement during processing, which results
in an elevation on its perimeter. Arcam uses high electron
beam energy and obtains a larger heat-affected zone (also
known as melt pool) when compared to SLM, which uses a
less powerful energy source. The melt pool also depends on
the setting of the scan speed, beam diameter and bed temper-
ature [21,26,27]. Hence, the larger heat-affected zone in EBM
technology limits the recreation of the object’s minimum fea-

tures, inferior resolution and surface smoothness [26,28,29].
Arcam production can be simplified into three steps: the first
step involves preheating powder, the second is the contouring
step, where the machines melts the powder in the perimeter
at a low beam ampere and speed, thereby maintaining the part
accuracy. The third step is the melting step of the powder at
high velocity, where the beam has a ‘zigzag-movement’. When
the beam turns around in the perimeters, more heat is gener-
ated there. This results in a partial swelling at the perimeter
due to the excessive heat generated there and consequently
affects the dimension of the z-axis in objects A and B [30]
(Fig. 9).

4.3. Calibration and validation

It is essential that the values of an object that the instruments
measure are as true as possible. A non-validated instrument
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Fig. 10 – (a) Illustration of a designed crown in intersection. The black line illustrates the designed crow and the dashed line
demonstrates the drill compensation. (b) Illustrates a side view of object A, the black line illustrates the designed object and
the dashed lines demonstrates the drill compensation.

these measurements, the SM system had to compensate for
the geometrical design. The SM machine was not able to reach
the sharp internal coroners without this drill compensation,
which resulted in rounded corners that reduced distance for
all four measurements (Fig. 10).

4.5. Degree and corner radius — additive
manufacturing

The CAD file had an angle set to 16.000◦. In this case, none
of the AM groups had a substantial deviation from the CAD
file, except for Arcam in object A; it was approximately +1◦ off
in every angle measurement. Mikron showed an insignificant
angle deviation. Mikron had highest corner radius precision:
object A: 0.034 mm and object B: 0.011 mm. Mikron also had
the highest accuracy for object A, 0.108 mm, and object B,
0.032 mm. A possible cause is that SM can recreate the angles
close to the CAD file’s dimensions, possibly because of the sim-
plicity of the periphery geometries, an outer-corner shaper in
this case. This leads to an uncomplicated toolpath and easy
accessibility for the burrs.

AM groups generally had poorer accuracy compared to SM
in re-creating a 90◦ periphery corner radius from the CAD file.
Arcam had the least accuracy for object A, with a corner radius
of 0.287 mm, and object B, 0.153 mm. Arcam also had the low-
est precision for object A, 0.078 and object B, 0.076 mm. The
reason for this might be the surface roughness of the object,
which made it difficult for the person carrying out the test to
see and measure the edges in the microscope (Fig. 8). The main
principle in AM technique is layer-by-layer build up. When dif-
ferent geometries with angled or curved shapes are to be built
in an AM machine, the ‘staircase shape’ (Fig. 11) is difficult to
avoid and results in surface roughness and dimensional inac-
curacy [33,34]. Staircase shapes depend on the size of powder
particles, layer thickness, surface angle to the building plat-
form and melt pool temperature [34,35]. This shape can be
reduced if the layer thickness is thinner, if smaller powder

Fig. 11 – Illustration of object A in cross-section
manufactured by AM technique. The black frame
presenting the CAD-files boundary and the white triangles
within showing the “stair case effect”.

particles are used or if a reduced surface angle of the object
is utilized. Consequently, the building time will be affected as
well as the cost. Arcam, which uses EBM technology, has the
largest layer thickness and powder particle size. This results in
poor surface smoothness and poorer dimensional accuracy, as
shown in this study. One major difference of the EBM technol-
ogy is the production speed; it is faster compared to other AM
techniques because of the ability to melt each layer and the
underlying layer during the build process. This results in lower
residual stress of the manufactured object; therefore there is
no need for post-processing and heat treatment [33,35–37].

4.6. Production parameters for AM and SM

Both AM and SM machines requires setup before production.
AM can produce multiple objects at the same time, utilizing
a single setting. In the case of SM, the production of multi-
ple objects requires several settings. These repeated settings
increase the risk for production error. This is a possible sce-
nario outcome for one sample in the SM group (object B),
regarding the yl and yr linear measurements. AM machines
also need to be optimized before usage of a specific pow-
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Fig. 8 – 250× magnification of one edge from object A manufactured by; (a) Arcam machine, (b) Concept laser and (c) SM
group, Mikron. The CAD file has a 90◦ angle in this area.

to assure that both operators are measuring correspond-
ingly. This is of importance in order to achieve significant
results as well as assuring that a standardized method is
used. Dahlberg’s formula was chosen for calculating the cal-
ibration between the operators, due to the capability of the
method to calculate small differences as shown in the present
study. Furthermore, this formula also provides the possibility
of estimating inter-observatory variability, which is consid-
ered beneficial [31]. All the values received with Dahlberg’s
formula can be seen in Tables 2 and 3. These values imply
that the results are acceptable for the measurements carried
out in the present study.

Moreover, a standardized method for the measurements
was used; thus all measurements were conducted in a tem-
perature stable environment, 20 ± 1 ◦C. The reason for using
this method is its potential ability to control the expansion

and contraction of the metal material in the instruments as
well as in the objects [32].

4.4. Linear measurements

With regard to objects A and B, Arcam had the highest vari-
ance in precision in all axes, ranging between 0.020–0.250 mm.
EOS (CoCr) had the highest precision among all AM machines,
0.012–0.117 mm. Accuracy for Mikron demonstrates a con-
sistency in almost all axes, except for some of the linear
measurements on the x-axis and y-axis deviating from 0.005
to −0.210 mm. Mikron had a variance in precision within a
range of 0.006–0.153 mm.

Regarding the measurement distances for object A, xac,
xdb, yba and ycd Mikron showed constant lower values com-
pared to the CAD file. Due to the sharp internal corners of

Fig. 9 – Photo of object A manufactured by EBM technology (Arcam), showing part-swelling at the perimeter of the “cubes”.
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Fig. 10 – (a) Illustration of a designed crown in intersection. The black line illustrates the designed crow and the dashed line
demonstrates the drill compensation. (b) Illustrates a side view of object A, the black line illustrates the designed object and
the dashed lines demonstrates the drill compensation.

these measurements, the SM system had to compensate for
the geometrical design. The SM machine was not able to reach
the sharp internal coroners without this drill compensation,
which resulted in rounded corners that reduced distance for
all four measurements (Fig. 10).

4.5. Degree and corner radius — additive
manufacturing

The CAD file had an angle set to 16.000◦. In this case, none
of the AM groups had a substantial deviation from the CAD
file, except for Arcam in object A; it was approximately +1◦ off
in every angle measurement. Mikron showed an insignificant
angle deviation. Mikron had highest corner radius precision:
object A: 0.034 mm and object B: 0.011 mm. Mikron also had
the highest accuracy for object A, 0.108 mm, and object B,
0.032 mm. A possible cause is that SM can recreate the angles
close to the CAD file’s dimensions, possibly because of the sim-
plicity of the periphery geometries, an outer-corner shaper in
this case. This leads to an uncomplicated toolpath and easy
accessibility for the burrs.

AM groups generally had poorer accuracy compared to SM
in re-creating a 90◦ periphery corner radius from the CAD file.
Arcam had the least accuracy for object A, with a corner radius
of 0.287 mm, and object B, 0.153 mm. Arcam also had the low-
est precision for object A, 0.078 and object B, 0.076 mm. The
reason for this might be the surface roughness of the object,
which made it difficult for the person carrying out the test to
see and measure the edges in the microscope (Fig. 8). The main
principle in AM technique is layer-by-layer build up. When dif-
ferent geometries with angled or curved shapes are to be built
in an AM machine, the ‘staircase shape’ (Fig. 11) is difficult to
avoid and results in surface roughness and dimensional inac-
curacy [33,34]. Staircase shapes depend on the size of powder
particles, layer thickness, surface angle to the building plat-
form and melt pool temperature [34,35]. This shape can be
reduced if the layer thickness is thinner, if smaller powder

Fig. 11 – Illustration of object A in cross-section
manufactured by AM technique. The black frame
presenting the CAD-files boundary and the white triangles
within showing the “stair case effect”.

particles are used or if a reduced surface angle of the object
is utilized. Consequently, the building time will be affected as
well as the cost. Arcam, which uses EBM technology, has the
largest layer thickness and powder particle size. This results in
poor surface smoothness and poorer dimensional accuracy, as
shown in this study. One major difference of the EBM technol-
ogy is the production speed; it is faster compared to other AM
techniques because of the ability to melt each layer and the
underlying layer during the build process. This results in lower
residual stress of the manufactured object; therefore there is
no need for post-processing and heat treatment [33,35–37].

4.6. Production parameters for AM and SM

Both AM and SM machines requires setup before production.
AM can produce multiple objects at the same time, utilizing
a single setting. In the case of SM, the production of multi-
ple objects requires several settings. These repeated settings
increase the risk for production error. This is a possible sce-
nario outcome for one sample in the SM group (object B),
regarding the yl and yr linear measurements. AM machines
also need to be optimized before usage of a specific pow-
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Fig. 8 – 250× magnification of one edge from object A manufactured by; (a) Arcam machine, (b) Concept laser and (c) SM
group, Mikron. The CAD file has a 90◦ angle in this area.

to assure that both operators are measuring correspond-
ingly. This is of importance in order to achieve significant
results as well as assuring that a standardized method is
used. Dahlberg’s formula was chosen for calculating the cal-
ibration between the operators, due to the capability of the
method to calculate small differences as shown in the present
study. Furthermore, this formula also provides the possibility
of estimating inter-observatory variability, which is consid-
ered beneficial [31]. All the values received with Dahlberg’s
formula can be seen in Tables 2 and 3. These values imply
that the results are acceptable for the measurements carried
out in the present study.

Moreover, a standardized method for the measurements
was used; thus all measurements were conducted in a tem-
perature stable environment, 20 ± 1 ◦C. The reason for using
this method is its potential ability to control the expansion

and contraction of the metal material in the instruments as
well as in the objects [32].

4.4. Linear measurements

With regard to objects A and B, Arcam had the highest vari-
ance in precision in all axes, ranging between 0.020–0.250 mm.
EOS (CoCr) had the highest precision among all AM machines,
0.012–0.117 mm. Accuracy for Mikron demonstrates a con-
sistency in almost all axes, except for some of the linear
measurements on the x-axis and y-axis deviating from 0.005
to −0.210 mm. Mikron had a variance in precision within a
range of 0.006–0.153 mm.

Regarding the measurement distances for object A, xac,
xdb, yba and ycd Mikron showed constant lower values com-
pared to the CAD file. Due to the sharp internal corners of

Fig. 9 – Photo of object A manufactured by EBM technology (Arcam), showing part-swelling at the perimeter of the “cubes”.
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der particle alloy size to avoid the decrease in resolution,
strength properties, and production speed of the end product
[36,38–40]. Layer thickness varies between different additive
manufacturing units. It takes less time to manufacture objects
built with thicker layers, nonetheless this could be less precise
and accurate. However, smaller powder particles might gen-
erate higher accuracy, smoother surface and thinner layers
[40,41]. Small powder particles may however generate other
problems. For example, the powder can lose its flowability or
become airborne, which, in turn, affects the AM machine’s
optics as well as deflecting the laser beam and damaging other
moving parts [35]. The z-axis in AM corresponds to the layer
thickness and has lower resolution compared to the x-axis
and y-axis (build plane). The accuracy on the x-axis and y-
axis depends on the build mechanism, which involves the
machine’s mirrors and the energy of the beam. The resolution
of the mirrors determines the minimal dimension of the build-
ing parts, while the laser’s diameter determines the minimum
thickness [35].

Important parameters for SM settings are: approach posi-
tion, angle of the burr, machine speed settings and tool
selection [35,42]. Subsequently, the accuracy of a SM machine
is determined by the diameter of the burrs and is similar in
the x-, y- and z-axes. Subtractive methods can produce thin
walls, however extreme vibrations and mechanical stress dur-
ing milling process can cause dimensional distortions on thin
edges [43,44].

Different parameters among AM machines can affect the
end product. Low laser power in combination with low bed
temperature results in better dimensional accuracy, but may
also reduce the density and increase delamination. However,
using a lower laser power requires a slower scan speed to
assure fusion of the powder particles. All these parameters
could potentially influence the dimensional accuracy, surface
morphology, build rate and mechanical properties of the end
product [35].

4.7. Geometries

An advantage of AM is the possibility of creating complex geo-
metrics. AM has the capability to create hollow structures and
sharp internal corners resulting in a geometry that is impos-
sible to manufacture with SM [45,46]. This is due to burr size
of the milling machine and the fact that it must be carried in
a spindle. This, in turn, creates limited access for the burrs to
the object’s surface [47,48]. AM is not limited in the same way
as SM and can easily create hollow and complex geometrical
structures; a simple geometry like a cube would take the same
production time to fabricate as other complex structures. AM
techniques can split a complex 3D image from the CAD into a
series of simple 2D cross-sectional images, interpretation con-
sequently becomes easier [5]. This cannot be done as easily in
SM as in AM, therefore the object is interpreted and machined
in 3D. Simple geometries in objects A and B, such as cuboids
and cone structures, can be relatively easy to process with
SM. A more complex tool path is generated if the geometry
becomes more complex. Such complex geometry can be, for
example, undercuts and sharp internal corners. This can be
difficult to produce with a milling machine, even with five
or more axes [35]. Preparations in dentistry can contain com-

plex geometries such as sharp edges and thin structures. AM
can create individual and customized geometries for every
preparation, while the SM drill compensates for the complex
geometries. For example, an abutment seat has geometries
that are linear and regular. This type of geometry is more suit-
able for production with SM in order to obtain an acceptable
fit between the fixture and abutment [28]. One other produc-
tion parameter to consider is the software setting utilized by
the authorized production personnel. The software functions
and the operator experience could effect the outcome consid-
erably.

4.8. Previous studies

A previous study [49] used the same method of measurement
and had the same shaped objects. The previous study used
plastic as the material of choice when producing the objects,
while metal was the material of choice in the current study.
Overall, results from the previous study compared with results
from the current study show that the production of linear
distances are produced more accurately and precisely in com-
parison to metal objects. However, the corner radius and the
angle of the objects were more accurate and precise in the
metal production.

5. Conclusion

Within the limitations of this in vitro study, the conclusion
can be made that subtractive manufacturing presented overall
precision on all measurements below 0.050 mm. If measure-
ments za, zb, zc,zd z, zl and zr are disregarded, due to possible
handling errors when removing the objects from the build
plate, all the additive systems would have an overall preci-
sion below 0.140 mm, and the additive system with highest
overall precision would be EOS (CoCr) with an overall preci-
sion below 0.050 mm. Bearing this in mind, the hypothesis
was rejected and AM technologies could achieve precision and
accuracy results close that of to subtractive systems when cre-
ating geometries that are difficult to manufacture with SM
technology. Due to the z-axis errors seen in the AM group,
operators should avoid placing sensitive geometries directly
on the build plate when utilizing additive manufacturing for
metallic objects.
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der particle alloy size to avoid the decrease in resolution,
strength properties, and production speed of the end product
[36,38–40]. Layer thickness varies between different additive
manufacturing units. It takes less time to manufacture objects
built with thicker layers, nonetheless this could be less precise
and accurate. However, smaller powder particles might gen-
erate higher accuracy, smoother surface and thinner layers
[40,41]. Small powder particles may however generate other
problems. For example, the powder can lose its flowability or
become airborne, which, in turn, affects the AM machine’s
optics as well as deflecting the laser beam and damaging other
moving parts [35]. The z-axis in AM corresponds to the layer
thickness and has lower resolution compared to the x-axis
and y-axis (build plane). The accuracy on the x-axis and y-
axis depends on the build mechanism, which involves the
machine’s mirrors and the energy of the beam. The resolution
of the mirrors determines the minimal dimension of the build-
ing parts, while the laser’s diameter determines the minimum
thickness [35].

Important parameters for SM settings are: approach posi-
tion, angle of the burr, machine speed settings and tool
selection [35,42]. Subsequently, the accuracy of a SM machine
is determined by the diameter of the burrs and is similar in
the x-, y- and z-axes. Subtractive methods can produce thin
walls, however extreme vibrations and mechanical stress dur-
ing milling process can cause dimensional distortions on thin
edges [43,44].

Different parameters among AM machines can affect the
end product. Low laser power in combination with low bed
temperature results in better dimensional accuracy, but may
also reduce the density and increase delamination. However,
using a lower laser power requires a slower scan speed to
assure fusion of the powder particles. All these parameters
could potentially influence the dimensional accuracy, surface
morphology, build rate and mechanical properties of the end
product [35].

4.7. Geometries

An advantage of AM is the possibility of creating complex geo-
metrics. AM has the capability to create hollow structures and
sharp internal corners resulting in a geometry that is impos-
sible to manufacture with SM [45,46]. This is due to burr size
of the milling machine and the fact that it must be carried in
a spindle. This, in turn, creates limited access for the burrs to
the object’s surface [47,48]. AM is not limited in the same way
as SM and can easily create hollow and complex geometrical
structures; a simple geometry like a cube would take the same
production time to fabricate as other complex structures. AM
techniques can split a complex 3D image from the CAD into a
series of simple 2D cross-sectional images, interpretation con-
sequently becomes easier [5]. This cannot be done as easily in
SM as in AM, therefore the object is interpreted and machined
in 3D. Simple geometries in objects A and B, such as cuboids
and cone structures, can be relatively easy to process with
SM. A more complex tool path is generated if the geometry
becomes more complex. Such complex geometry can be, for
example, undercuts and sharp internal corners. This can be
difficult to produce with a milling machine, even with five
or more axes [35]. Preparations in dentistry can contain com-

plex geometries such as sharp edges and thin structures. AM
can create individual and customized geometries for every
preparation, while the SM drill compensates for the complex
geometries. For example, an abutment seat has geometries
that are linear and regular. This type of geometry is more suit-
able for production with SM in order to obtain an acceptable
fit between the fixture and abutment [28]. One other produc-
tion parameter to consider is the software setting utilized by
the authorized production personnel. The software functions
and the operator experience could effect the outcome consid-
erably.

4.8. Previous studies

A previous study [49] used the same method of measurement
and had the same shaped objects. The previous study used
plastic as the material of choice when producing the objects,
while metal was the material of choice in the current study.
Overall, results from the previous study compared with results
from the current study show that the production of linear
distances are produced more accurately and precisely in com-
parison to metal objects. However, the corner radius and the
angle of the objects were more accurate and precise in the
metal production.

5. Conclusion

Within the limitations of this in vitro study, the conclusion
can be made that subtractive manufacturing presented overall
precision on all measurements below 0.050 mm. If measure-
ments za, zb, zc,zd z, zl and zr are disregarded, due to possible
handling errors when removing the objects from the build
plate, all the additive systems would have an overall preci-
sion below 0.140 mm, and the additive system with highest
overall precision would be EOS (CoCr) with an overall preci-
sion below 0.050 mm. Bearing this in mind, the hypothesis
was rejected and AM technologies could achieve precision and
accuracy results close that of to subtractive systems when cre-
ating geometries that are difficult to manufacture with SM
technology. Due to the z-axis errors seen in the AM group,
operators should avoid placing sensitive geometries directly
on the build plate when utilizing additive manufacturing for
metallic objects.
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RESEARCH AND EDUCATION

Trueness and precision of five intraoral scanners for scanning edentulous and dentate complete-

arch mandibular casts: A comparative in vitro study

ABSTRACT

Statement of problem. Limited information is available on the trueness and precision of 

intraoral scanners (IOSs) for scanning dentate and edentulous casts.

Purpose. The purpose of this in vitro study was to evaluate the trueness and precision of 5

different IOS devices for scanning a dentate and an edentulous cast in a standardized way for 

short arches and complete arches. 

Material and methods. Five IOS devices were used to scan 2 computer metric-measured 

(CMM) casts. Both were scanned 15 times. All scans were done by 1 experienced operator in a 

standardized way. One cast was edentulous, and 1 was dentate. Five cylindrical landmarks were 

added to each cast. These cylinders made the measurement of point-to-point distances possible,

dividing the tests into cross-arch measurements and intercylindrical (short-arch) measurements.

The Student t test, Mann-Whitney test, and Levene test for equality were used to calculate the 

difference between the edentulous and dentate scans for both cross-arch and intercylindrical 

measurements (α=.05).

Results. For the cross-arch measurements on the edentulous scans, the trueness values ranged 

between 6 µm (Emerald P1-P2) and 193 µm (Omnicam P1-P5) and for the intercylindrical 

measurements, between 2 µm (Itero P4-P5) and -103 µm (CS 3600 P1-P2). For the dentate cast,

the cross-arch trueness values ranged between 6 µm (CS3600 P1-P2) and µm (TRIOS 3 P1-P5) 
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between test results. Test results that justify both trueness and precision are regarded as accurate. 

Precision is divided into 2 different groups: in the first group the subject is tested in the same 

way by the same operator and measuring equipment under the same conditions. This first version 

of precision tests repeatability. In the second version of precision, the conditions change. Thus,

this part tests reproducibility. The combination of trueness and precision describes the accuracy

of the test subject.

Several studies have shown that IOS devices have difficulty in scanning complete-arches 

accurately2-10 and this is even more problematic for edentulous areas.9 The main reason for 

enhanced errors on longer span scans could be the acquisition method found in most IOS 

devices. The scanners acquire images that are matched; a software process known as the best-fit 

algorithm stitches the images. To achieve a proper alignment, the scanned object needs a suitable 

geometry. If the scanned area has a simple geometry, the alignment of the images could cause 

errors. Typically, occlusal surfaces on molars and premolars present complex geometries with 

many anatomic details. Thus, these areas are easier to align compared with edentulous areas or 

the incisal edge of the mandibular anterior teeth.

As every overlapping image aligned with best-fit stitching could lead to an error, 

scanning longer spans would require more stitching and possibly lead to more errors.11 To

simplify the scanning of edentulous areas, landmarks can be added or objects with complicated 

geometries attached to the edentulous area to simplify the scanning procedure and improve the 

trueness of the virtual cast.12 Several in vitro and in vivo studies have shown that prostheses

made on shorter span scans could achieve trueness levels comparable with those of conventional 

impressions.13-17

 2 

and for the intercylindrical measurements, between 4 µm (Itero P4-P5) and -56 µm (Emerald P4-

P5). 

Conclusions. Significant differences were found in scanning edentulous and dentate scans for 

short arches and complete arches. Trueness for complete-arch scans were <193 µm for 

edentulous scans and <150 µm for dentate scans. Trueness for short-arch scans were <103 µm

for edentulous scans and <56 µm for dentate scans. 

CLINICAL IMPLICATIONS

Care should be taken with complete-arch scans, since the precision is low for dentate scans and 

particularly low for edentulous scans. One observation from this in vitro study suggests that the 

tested IOS devices are reliable for digitizing short arches (16 to 22 mm) for both edentulous and 

dentate situations.

INTRODUCTION

Digital workflows in dentistry rely on different techniques: from data acquisition of the oral 

cavity with intraoral scanners (IOSs), to computer-aided design (CAD) in dental modeling 

software, to the use of additive and subtractive manufacturing systems for manufacturing

restorations in materials ranging from polymers to monolithic ceramics. To control or adapt to 

errors in this workflow, each process in the workflow should be carefully studied. The current 

study focused on the trueness and precision of 5 IOSs used on a dentate cast and an edentulous 

cast. ISO 5725-11 was used as a reference for describing the terms accuracy, trueness, and 

precision. Trueness is described as the closeness of agreement between the arithmetic mean of a 

measured subject to a known or true value. Precision is described as the closeness of agreement 
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were designed and placed axially onto the occlusion (Fig. 1A, B). The locations of the cylinders 

were as follows: second molars, second premolars, and one was placed lingually to the anterior 

teeth (Fig. 1C). The same cylinders were used for the edentulous mandible, and the teeth were 

removed using mesh modeling software (Fig. 1D) (Autodesk Meshmixer 2017 v3.4.35;

Autodesk). 

Before manufacturing, the validation casts were hollowed and evaluated for errors using

data preparation software (Materialise Magics v13; Materialise). The casts were produced 

additively (ConseptLaser M-lab 100W; GE Additive) and manufactured directly on the build 

plate without support structures, at a layer height set to 30 µm. Remanium-Star-CL (Co 60.5%, 

Cr 28%, W 9%, Si15%) material powder was used. The casts were treated according to 

ConceptLaser recommendations for heat treatment after processing. The casts were not removed 

from the 90×90 mm build plate. Finally, the casts were airborne-particle abraded with 250-µm 

aluminum oxide until a nonreflective surface was achieved.

The validation casts were measured with CMM equipment (O-inspect, 153862; Zeiss) by 

authorized personnel at an ISO 13485:2016 validated institution (Elos MedTech). The CMM 

machine registered the diameter of each cylinder and the plane at the top of the cylinders. The 

intersection between cylinder and plane results in an intersecting point. Furthermore, the CMM 

device measured the distances between each intersecting point for cross-arch P1-P2, P1-P3, P1-

P4, P1-P5, and intercylindrical P1-P2, P2-P3, P3-P4, P4-P5 (Fig. 1A). The CMM measurements 

were regarded as true values (Supplemental Table 1).

Table 1 shows the scanners tested and provides information on the scan conditions, 

equipment, and software. Each system was used to scan each cast 15 times (n=15 for the dentate

cast and n=15 for the edentulous cast) by the same operator (MB). Although some difference was 
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The methods used to study the trueness and precision of IOS devices have varied, making 

comparison between studies difficult. Most of the studies used a master model that had been

digitized either with tactile computer metric measurements (CMM) or with an optical reference 

scanner to obtain reference data as a virtual 3-dimensional (3D) file or as raw data. The physical 

cast was then scanned by the test scanners to obtain virtual casts, which were later compared 

with the virtual master model, and the measurements were recorded. Some studies present color 

map data with threshold colors to visualize and measure differences between 2 scans. 

The current study used a different method: 5 cylinders were made as landmarks, making 

it possible to calculate only 5 points in the scan, instead of comparing thousands of points from 

the scan data. The cylinders were divided across 2 complete-arch mandibles; the first cast was 

dentate and the second edentulous. The purpose of this in vitro study was to measure the trueness 

and precision of the scanners for the 2 different arches; the null hypothesis was that no

significant differences would be found within each IOS system for the 2 different arches.

MATERIAL AND METHODS

Two validation casts of a mandible were designed: one dentate and one edentulous. Each cast

was supplied with 5 cylindrical landmarks. The casts were manufactured additively and 

measured with a computer metric measurement (CMM) system. From this step on, the casts were 

regarded as validation casts and were scanned using different IOSs; the virtual files from the 
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showed conclusive data for all the statistical tests except for Omnicam P1-P5, P4-P5, and for CS 

3600 P2-P3 (P<.05, Table 2).

For Omnicam, the cross-arch trueness data for Omnicam E ranged from 23 µm (P1-P2) to 

193 µm (P1-P5), with precision levels from 22 µm (P1-P2) to 299 µm (P1-P5). The 

intercylindrical trueness data ranged from 16 µm (P4-P5) to 23 µm (P1-P2), with precision levels 

from 93 µm (P4-P5) to 22 µm (P1-P2). The cross-arch trueness data for Omnicam D ranged 

from 25 µm (P1-P2) to 67 µm (P1-P3), with precision levels from 6 µm (P1P2) to 67 µm (P1-

P5). The intercylindrical trueness data ranged from 14 µm (P4-P5) to 30 µm (P2-P3), with 

precision levels from 6 µm (P1-P2) to 16 µm (P2-P3 and P3-P4) (Supplemental Table 1, Figs. 2

and 3).

For CS 3600, the cross-arch trueness data for CS 3600 E ranged from -103 µm (P1-P2) to 

181 µm (P1-P5), with precision levels from 66 µm (P1-P2) to 247 µm (P1-P5). The 

intercylindrical trueness data ranged from -16 µm (P4-P5) to -103 µm (P1-P2), with precision 

levels from 42 µm (P2-P3) to 66 µm (P1-P2 and P3-P4). The cross-arch trueness data for CS 

3600 D ranged from 6 µm (P1-P2) to 38 µm (P1-P4), with precision levels from 17 µm (P1-P2) 

to 82 µm (P1-P5). The intercylindrical trueness data ranged from 3 µm (P4-P5) to 33 µm (P3-

P4), with precision levels from 16 µm (P2-P3) to 14 µm (P3-P4) (Supplemental Table 1, Figs. 2

and 3).

For Emerald, the cross-arch trueness data for Emerald E ranged from 6 µm (P1-P2) to 

163 µm (P1-P4) with precision levels from 96 µm (P1-P2) to 441 µm (P1-P5). The inter-

cylindrical trueness data ranged from 6 µm (P1-P2) to -67 µm (P3-P4,) with precision levels 

from 38 µm (P2-P3) to 97 µm (P3-P4). The cross-arch trueness data for Emerald D ranged from 

-11 µm (P1-P2) to 129 µm (P1-P4), with precision levels from 17 µm (P1-P2) to 311 µm (P1-
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found between the scan protocols of the systems, all scans started at position 1 (Fig. 1C) and 

continued through positions 2, 3, 4, and 5. On some occasions, a corrective scan was needed to 

achieve a watertight (that is, data without holes) scan file. Usually these corrections correlated 

with the cylinders. The validation casts were fixed; only the ISO device was moved during

scanning; there was a 10-minute interval between each scan. Three-dimensional measuring data 

were used for the quality control software (Gom Inspect 2017 Hotfix 4 Rev v106794; Gom). All

150 intraoral scans were measured in the same way. Figure 1D illustrates the construction of the 

fitting cylinders, fitting planes, and the intersecting point between the constructed cylinders,

planes, and the 2-point measurements between the intersecting points. The best Gaussian fit was 

used as the fitting algorithm for the cylinders and planes.

The measurement data were exported to statistical software (IBM SPSS Statistics v25;

IBM Corp) where calculations for the mean, precision, trueness, the 2-tailed independent Student

t test, and the Mann-Whitney test (α=.05) were carried out.

RESULTS 

The results and calculations were divided into 2 parts: in the first part, the calculations focused 

on the cross-arch measurements P1-P2, P1-P3, P1-P4, and P1-P5 for both the edentulous and 

dentate cast, where point 1 was used as the anchorage, or starting point. In the second part, the

calculations were conducted in the intercylindrical measurements P1-P2, P2-P3, P3-P4, and P4-

P5. The measurement P1-P2 is the same for both groups. Supplemental Table 1 presents the 

CMM data, the precision and trueness for both cross-arch, and intercylindrical measurements for 

both the edentulous cast and the dentate cast. The Mann-Whitney test and the Student t test 
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the cross-arch measurement. For the intercylindrical measurements, CS 3600 showed overall 

significant differences, while differences for the other scanners only were partially significant. 

How many of the comparison studies used Itero Elements and how many used the older 

generation Itero is not clear. The Itero Elements scanner was launched in March 2015; for 

comparison purposes, studies before 2015 should be disregarded. The same problem arises for 

TRIOS and the Planmeca plan scan. 3Shape has released 3 generations of scanners and the one 

used in this study was TRIOS 3 (2015, third generation), Planmeca released the Emerald scanner 

in late 2017, and, to the best of the authors’ knowledge, no similar studies are available for 

comparison.

A method comparable with that of the current study was used in a study by Muallahet 

al,18 where the authors measured the virtual files in a linear manner instead of superimposing 3D 

data. One of the linear measurements focused on the intermolar width of a maxillary master 

model; this measurement is similar to P1-P5 in the current study. The presented trueness results 

for TRIOS (version unreported) were 29.160 µm with a precision of 52.872 µm; trueness for 

Itero (version unreported) was -47.030 µm with a precision of 84.137 µm. The current study 

found trueness data for Itero D (P1-P5) at -56 µm with a precision of 105 µm. Trueness for 

TRIOS D (P1-P5) was150 µm with a precision of 76 µm. Van der Meer et al6 used 3 cylinders 

on their master model that were measured using tactile CMM. Two of the cylinders replaced the 

first molars and 1 replaced a mandibular anterior tooth; the measurements conducted in that 

study were comparable with P1-P3 and P1-P5 in the current study. The study concluded that 

trueness for Itero (pre-2015 version) was 70.5 µm (P1-P3) with precision values of 56.3 µm, and 

61.1 µm in trueness for (P1-P5) with precision values of 53.9 µm. These values could be 

compared with data from this article for trueness data at -15 µm (P1-P3) and -56 µm (P1-P5),

 8 

P5). The intercylindrical trueness data ranged from -11 µm (P1-P2) to -56 µm (P4-P5), with 

precision levels from 17 µm (P1-P2) to 54 µm (P3-P4) (Supplemental Table 1, Figs. 2 and 3)

For Itero, the cross-arch trueness data for Itero E ranged from -30 µm (P1-P2) to -81 µm

(P1-P5), with precision values from 17 µm (P1-P2) to 85 µm (P1-P5). The intercylindrical 

trueness data ranged from 2 µm (P4-P5) to -30 µm (P1-P2, with precision values from 14 µm 

(P2-P3) to 30 µm (P4-P5). The cross-arch trueness data for Itero D ranged from -11 µm (P1-P2) 

to -70 µm (P1-P4), with precision values from 25 µm (P1-P2) to 105 µm (P1-P5). The 

intercylindrical trueness data ranged from 4 µm (P4-P5) to 22 µm (P3-P4), with precision values 

from 10 µm (P4-P5) to 25 µm (P1-P2) (Supplemental Table 1, Figs. 2 and 3).

For TRIOS 3, the cross-arch trueness data for TRIOS 3 E ranged from 117 µm (P1-P4) to 

36 µm (P1-P5), with precision values from 23 µm (P1-P2) to 94 µm (P1-P5). The 

intercylindrical trueness data ranged from 31 µm (P2-P3) to 94 µm (P1-P2), with precision 

values from 19 µm (P4-P5) to 23 µm (P1-P2 and P3-P4). The cross-arch trueness data for 

TRIOS 3 D ranged from 150 µm (P1-P5) to 40 µm (P1-P2), with precision values from 12 µm 

(P1-P2) to 76 µm (P1-P5). The intercylindrical trueness data ranged from 34 µm (P2-P3) to 

46 µm (P3-P4), with precision values from 10 µm (P4-P5) to 17 µm (P2-P3) (Supplemental 

Table 1, Figs. 2 and 3).

DISCUSSION

The null hypothesis that no significant differences would be found for the 2 different arches in

each IOS system was partially rejected. For the cross-arch measurements, 3 of 4 measurements 

were statistically significant for TRIOS 3 and CS 3600 when the edentulous cast was compared

with the dentate one. At the same time, the Emerald scanner showed no significant difference for 
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the dentate cast has almost twice the level of trueness and 3 times the level of precision when 

compared with the intercylindrical measurement on the edentulous cast. The trueness values for 

the cross-arch measurements on the edentulous cast were ≤193 µm and the precision values

≤299 µm (except Emerald E, P1-P5, 441 µm). To validate whether these numbers are relevant 

for dentistry, a threshold value for different dental applications needs to be established. An

accuracy level of <150 µm1 may be favorable for fixed tooth-supported prosthodontics. 

Ahrberget al15 studied the digital workflow for ceramic restorations for single units and 3-unit

fixed partial dentures in vivo, concluding that it was more accurate than the conventional 

workflow. Their findings were supported by the data found in the current study, suggesting that 

the IOS devices are sufficiently accurate for shorter spans. Clinically acceptable tolerances for 

implant-supported, multi-unit restorations should be between 50 and 90 µm.22 This study focused

on the accuracy of IOS devices but did not compensate for the computer-aided design of implant 

restorations or the manufacturing tolerances of selected manufacturing equipment, factors that 

will add dimensional changes to the definitive restoration. If 50 to 90 µm were used as a 

threshold, only short-arch spans would be suitable for scanning implants.

To calculate the fit of implant restorations, accuracy measurements of the total digital 

workflow are needed for IOS, CAD, and CAM. As the oral situation is affected by factors that 

could not be included in the current study design, one can only speculate that saliva, light 

conditions, soft and hard tissue reflections, humidity, intermittent acquisition, and movement of

the soft tissue and tongue would affect the outcome of a similar study in vivo. Furthermore, an 

edentulous condition without implants would not have 5 cylinders aiding in the acquisition 

process. Therefore, in vivo studies with a similar approach are needed.

 10 

with precision values of 37 µm (P1-P3) and 105 µm (P1-P5) for Itero D. Giménez al11 studied 

the Itero scanner (pre-2015 version) using a comparable master model with cylinders as 

geometric landmarks. They also used tactile CMM equipment to assess true values. Several 

factors were evaluated, one of them being comparable to the Itero E cross-arch data from the 

current study. They reported that error increased with the increase in stitching, starting from -

14.3 µm (mean deviation) with an ±SD of 25.6 µm to -32.0 µm (mean deviation) with an ±SD of 

216.1 µm in the last quadrant scanned. The clear effect of the stitching processes producing 

errors proportional to the scan distance, as noted in this study, has also been documented in other 

studies.19-21

Even though there are limitations to the comparison with other studies with regard to 

measuring methods, IOS versions, and the shape, size, and material of the validation casts, it is 

clear that complete-arch scans pose a challenge to the IOS devices with regard to trueness but 

even more with regard to precision. The findings suggest that the trueness and precision of 

intercylindrical distances on the dentate cast for all IOS devices were <50 µm (except Emerald 

D, P4-P5, -56 µm), with precision data ≤35 µm (except Emerald D, P3-P4, 54 µm). This 

suggests that the IOS devices are accurate for shorter arch acquisitions ranging from 

approximately 16 to 22 mm in length. In studying the cross-arch measurements, it is clear that 

the results are not as favorable for the dentate validation cast. The trueness for all IOS devices 

was ≤129 µm (except TRIOS D, P1-P5, 150 µm) and the precision ≤105 µm (except Emerald D, 

P1-P5, 311 µm), suggesting that the cross-arch measurement is less reliable than the 

intercylindrical measurement for the dentate cast. For the intercylindrical data on the edentulous 

validation cast, the IOS devices presented trueness values ≤ 94 µm (except, CS 3600, P1-P2, -

103 µm) and precision values ≤97 µm. This indicates that the intercylindrical measurement on 
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Table 2. Applied statistical methods. Significant difference in bold font (P<.05)

Statistical analysis for comparison of each cast (P<.05)

Cross-arch Intercylindrical

P1-

P2

P1-

P3

P1-

P4

P1-

P5

P1-

P2

P2-P3 P3-

P4

P4-

P5

Omnicam Mann-Whitney Sig. 2×(1-tailed Sig.) .187 .187 .683 .021 .187 .137 .902 .026

Student t test Sig. (2-tailed) .688 .168 .972 .101 .688 .207 .664 .945

Levene test for equality of variances .001 .001 .005 .002 .001 .046 .062 .009

CS3600 Mann-Whitney Sig. 2×(1-tailed Sig.) <.001 <.001 .217 .016 <.001 .037 <.001 <.001

Student t test Sig. (2-tailed) <.001 <.001 .449 .031 <.001 .078 <.001 .002

Levene test for equality of variances .001 <.001 .032 .011 .001 .007 .039 .027

Emerald Mann-Whitney Sig. 2×(1-tailed Sig.) .081 .174 .838 .539 .081 .026 .067 .098

Student t test Sig. (2-tailed) .503 .245 .651 .453 .503 .012 .075 .125

Levene test for equality of variances .009 .369 .876 .032 .009 <.001 .013 .004

Itero Mann-Whitney Sig. 2×(1-tailed Sig.) .010 .089 .325 .775 .010 .106 .002 .902

Student t test Sig. (2-tailed) .023 .081 .636 .498 .023 .202 .001 .905

Levene test for equality of variances .122 .225 .204 .760 .122 .902 .736 <.001

TRIOS 3 Mann-Whitney Sig. 2×(1-tailed Sig.) <.001 .029 .174 .001 <.001 .267 .217 <.001

Student t test Sig. (2-tailed) <.001 .022 .113 .001 <.001 .561 .196 <.001

Levene test for equality of variances .007 .018 .885 .390 .007 .626 .173 .029

 16 

TABLES 

Table 1. IOS related specifications. IOS, intraoral scanner; O, occlusal; L, lingual; B, buccal; W,

wiggling (scanning in rocking manner)

IOS 
(Release) Software Acquisition Device ID Calibration Case 

selection
Scan 
protocol Export Conditions Notes

Omnicam  
Sirona 
(2012)

Sirona 
Connect 
4.5.0.105736

Optical 
triangulation 
and 
confocal 
microscopy

Model 6371830 Sirona-ID Acquisition

OLB
STL 
export 
on site

200 ansi 
lumen ±50 
lumen. 
21±1 
degree

High 
resolution 
STL 
exportS/N 138016 25782789 No 

restoration 

Itero 
Element 
(2015)

Itero 
Element

Parallel 
confocal 
microscopy

RTC2017 iRecord

OLBW
STL 
export 
of site

200 ansi 
lumen ± 
50 lumen. 
21±1 
degree

1.5.0.361 W10A076 No calibration 
presented by 
manufacturer

No 
restoration 

REF 102611

S/N 34862

Planmeca 
Emerald 
(2017)

Planmeca 
Romexis 
5.0.0.R

Multi-color 
laser 
scanning

REF 30006191 No calibration 
No 
restoration OLB

STL 
export 
on site 

200 ansi 
lumen ±50 
lumen. 
21±1 
degree

Model 
mode 
scanningS/N 410405

(only color 
calibration 
required) 

Carestream 
CS 3600 
(2016)

CS Imaging 
Software 
7.0.3

Active 
speed 3D 
video 

S/N FHNB0033
No calibration 
presented by 
manufacturer

Standard 
scanning OWOLB

STL 
export 
on site

200 ansi 
lumen ±50 
lumen. 
21±1 
degree

To finish 
the scan all 
mandibular 
teeth were 
selected

TRIOS 3 
(2015)

TRIOS 
2015-1
Design 
studio 
1.4.7.4

Confocal 
microscopy

S/N 
1WA1732S01015B

1AB1731TTA080B
and 1KA1731188B 
(color)

Study 
model OWOLB

STL 
export 
off 
site

200 ansi 
lumen ±50 
lumen. 
21±1 
degree
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Point 1-Point 3 15 35.020 34.985 0.025 -0.035 15 34.986 34.971 0.037 -0.015

Point 1-Point 4 15 41.687 41.628 0.053 -0.059 15 41.668 41.598 0.072 -0.070

Point 1-Point 5 15 39.566 39.485 0.085 -0.081 15 39.626 39.569 0.105 -0.056

Inter-
cylindrical Point 1-Point 2 15 22.618 22.588 0.017 -0.030 15 22.567 22.556 0.025 -0.011

Point 2-Point 3 15 16.536 16.525 0.014 -0.011 15 16.544 16.539 0.014 -0.005

Point 3-Point 4 15 20.568 20.566 0.017 -0.002 15 20.552 20.573 0.018 0.022

Point 4-Point 5 15 21.591 21.593 0.030 0.002 15 21.544 21.547 0.010 0.004

TRIOS 3

Cross-arch Point 1-Point 2 15 22.618 22.712 0.023 0.094 15 22.567 22.607 0.012 0.040

Point 1-Point 3 15 35.020 35.120 0.033 0.100 15 34.986 35.061 0.021 0.075

Point 1-Point 4 15 41.687 41.803 0.045 0.117 15 41.668 41.811 0.046 0.143

Point 1-Point 5 15 39.566 39.602 0.094 0.036 15 39.626 39.776 0.076 0.150

Inter-
cylindrical Point 1-Point 2 15 22.618 22.712 0.023 0.094 15 22.567 22.607 0.012 0.040

Point 2-Point 3 15 16.536 16.567 0.020 0.031 15 16.544 16.579 0.017 0.034

Point 3-Point 4 15 20.568 20.605 0.023 0.037 15 20.552 20.598 0.015 0.046

Point 4-Point 5 15 21.591 21.662 0.019 0.071 15 21.544 21.587 0.010 0.044
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Supplementary Table 1.  Calculated data from IOS devices for both casts

Units (mm) Edentulous Dentate

Measurement N CMM Mean Precision Trueness N CMM Mean Precision Trueness

Omnicam

Cross-arch Point 1-Point 2 15 22.618 22.641 0.022 0.023 15 22.567 22.592 0.006 0.025

Point 1-Point 3 15 35.020 35.061 0.070 0.042 15 34.986 35.053 0.015 0.067

Point 1-Point 4 15 41.687 41.747 0.174 0.061 15 41.668 41.727 0.050 0.059

Point 1-Point 5 15 39.566 39.759 0.299 0.193 15 39.626 39.685 0.067 0.059

Inter-
cylindrical Point 1-Point 2 15 22.618 22.641 0.022 0.023 15 22.567 22.592 0.006 0.025

Point 2-Point 3 15 16.536 16.556 0.028 0.020 15 16.544 16.575 0.016 0.030

Point 3-Point 4 15 20.568 20.585 0.044 0.017 15 20.552 20.575 0.016 0.023

Point 4-Point 5 15 21.591 21.607 0.093 0.016 15 21.544 21.558 0.009 0.014

CS 3600

Cross-arch Point 1-Point 2 15 22.618 22.515 0.066 -0.103 15 22.567 22.573 0.017 0.006

Point 1-Point 3 15 35.020 34.895 0.074 -0.125 15 34.986 34.995 0.018 0.009

Point 1-Point 4 15 41.687 41.702 0.111 0.015 15 41.668 41.706 0.044 0.038

Point 1-Point 5 15 39.566 39.747 0.247 0.181 15 39.626 39.653 0.082 0.027

Inter-
cylindrical Point 1-Point 2 15 22.618 22.515 0.066 -0.103 15 22.567 22.573 0.017 0.006

Point 2-Point 3 15 16.536 16.520 0.042 -0.016 15 16.544 16.550 0.016 0.006

Point 3-Point 4 15 20.568 20.508 0.066 -0.060 15 20.552 20.585 0.024 0.033

Point 4-Point 5 15 21.591 21.537 0.061 -0.054 15 21.544 21.547 0.018 0.003

Emerald

Cross-arch Point 1-Point 2 15 22.618 22.624 0.096 0.006 15 22.567 22.556 0.017 -0.011

Point 1-Point 3 15 35.020 35.099 0.115 0.079 15 34.986 35.025 0.061 0.039

Point 1-Point 4 15 41.687 41.849 0.199 0.163 15 41.668 41.797 0.197 0.129

Point 1-Point 5 15 39.566 39.711 0.441 0.145 15 39.626 39.665 0.311 0.039

Inter-
cylindrical Point 1-Point 2 15 22.618 22.624 0.096 0.006 15 22.567 22.556 0.017 -0.011

Point 2-Point 3 15 16.536 16.598 0.038 0.062 15 16.544 16.570 0.035 0.026

Point 3-Point 4 15 20.568 20.501 0.097 -0.067 15 20.552 20.539 0.054 -0.013

Point 4-Point 5 15 21.591 21.574 0.093 -0.017 15 21.544 21.487 0.027 -0.056

Itero

Cross-arch Point 1-Point 2 15 22.618 22.588 0.017 -0.030 15 22.567 22.556 0.025 -0.011
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Point 1-Point 5 15 39.566 39.747 0.247 0.181 15 39.626 39.653 0.082 0.027

Inter-
cylindrical Point 1-Point 2 15 22.618 22.515 0.066 -0.103 15 22.567 22.573 0.017 0.006

Point 2-Point 3 15 16.536 16.520 0.042 -0.016 15 16.544 16.550 0.016 0.006

Point 3-Point 4 15 20.568 20.508 0.066 -0.060 15 20.552 20.585 0.024 0.033

Point 4-Point 5 15 21.591 21.537 0.061 -0.054 15 21.544 21.547 0.018 0.003

Emerald

Cross-arch Point 1-Point 2 15 22.618 22.624 0.096 0.006 15 22.567 22.556 0.017 -0.011

Point 1-Point 3 15 35.020 35.099 0.115 0.079 15 34.986 35.025 0.061 0.039

Point 1-Point 4 15 41.687 41.849 0.199 0.163 15 41.668 41.797 0.197 0.129

Point 1-Point 5 15 39.566 39.711 0.441 0.145 15 39.626 39.665 0.311 0.039

Inter-
cylindrical Point 1-Point 2 15 22.618 22.624 0.096 0.006 15 22.567 22.556 0.017 -0.011

Point 2-Point 3 15 16.536 16.598 0.038 0.062 15 16.544 16.570 0.035 0.026

Point 3-Point 4 15 20.568 20.501 0.097 -0.067 15 20.552 20.539 0.054 -0.013

Point 4-Point 5 15 21.591 21.574 0.093 -0.017 15 21.544 21.487 0.027 -0.056

Itero

Cross-arch Point 1-Point 2 15 22.618 22.588 0.017 -0.030 15 22.567 22.556 0.025 -0.011
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FIGURES 

Figure 1. A, Occlusal view of CAD illustrating cylinder orientation. Dimensions from CMM 

measurements. B, Lateral view of CAD sketch illustrating cylinder design without cast. C,

Profile view of assembled dentate CAD cast with cylinder abbreviations. D, Profile view of 

assembled edentulous CAD cast. Illustration of intersections between cylinders, planes, and 

intersecting points. CAD, computer-aided design; CMM, computer metric-measured.
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Figure 3. Intercylindrical measurement deviations from CMM data (zero-line) for IOS devices 

for each cast. CMM, computer metric-measured; IOS, intraoral scanner.
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Figure 2. Cross-arch measurement deviations from CMM data (zero-line) for all IOS devices for 

each cast. CMM, computer metric-measured; IOS, intraoral scanner.



 23 

Figure 3. Intercylindrical measurement deviations from CMM data (zero-line) for IOS devices 

for each cast. CMM, computer metric-measured; IOS, intraoral scanner.

 22 

Figure 2. Cross-arch measurement deviations from CMM data (zero-line) for all IOS devices for 

each cast. CMM, computer metric-measured; IOS, intraoral scanner.
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